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Motivation/Background: What is TinyML?

ML Inference at <1mWatt
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TinyMLApplications

tinyMLPerf Benchmarks

Chowdhery, Aakanksha, et al. "Visual wake words dataset." 
arXiv preprint arXiv:1906.05721 (2019).

Visual Wake Words

Warden, Pete. "Speech commands: A dataset for limited-vocabulary 
speech recognition." arXiv preprint arXiv:1804.03209 (2018).

Speech Commands

Purohit, Harsh, et al. "MIMII dataset: Sound dataset for 
malfunctioning industrial machine investigation and inspection." 

arXiv preprint arXiv:1909.09347 (2019).

MIMII: Anomaly Detection
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What Makes TinyMLChallenging?
Trends in Neural Networks
Å Larger models ĄHigher accuracy
Å Increased static memory footprint
Å Increased dynamic memory footprint
Å Increased operations/inference
Å Novel architectures and operators

TinyMLConstraints
Å Power: 1TB/sec from SRAM > 1W 16nm
Å Cost
ÅMemory
Å Compute

MobileNet v1

GoogLeNet

Squeezenet v1

AlexNet

Inception V3 [18]
Inception-v4

Inception-ResNet-
v2

ResNet-50

ResNet-152

VGG 16 VGG 19
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.ŀƴōǳǊȅ Ŝǘ ŀƭΦΣ άMicroNets: Neural Network architectures for deploying 
TinyML!ǇǇƭƛŎŀǘƛƻƴǎ ƻƴ /ƻƳƳƻŘƛǘȅ aƛŎǊƻŎƻƴǘǊƻƭƭŜǊǎέ arXivpreprint arXiv: 
2010.11267v2 (2020) 
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TinyMLModel Architecture and Optimization

Reduced 
precision

FP32 to INT8
4x 

throughput

Data re-use Exploit reuse 
weights

Convolution 
filters

Weight 
compression

Reduce 
memory 
footprint

Better 
bandwidth 
and power

Transforms Winograd 
convolutions

O(n3) => 
O(n2)

Sparse 
computation

ReLU 
activation

Pruning 
techniques
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TinyMLHardware Examples

ÅLow-power general purpose cores and SoCs
ÅArm Cortex-M55
ÅGreenwavesGAP8

ÅLow-power micro-NPU 
ÅSamsung Edge-NPU
ÅArm Ethos-U55

ÅAnalog and Compute-in-Memory
ÅMythic
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TinyMLHardware Trends

ÅLow-power general purpose cores and MCUs
ÅWide (vector) registers to support machine learning workloads
ÅDot-product and matrix multiply ops

ÅMicro-NPU
ÅHardware support for lower precision (<=4b) operations
ÅHardware support for sparsity/zero-skipping
ÅHardware support for compression of weights and activations

ÅAnalog & Compute-in-memory
ÅFirst commercial products starting to appear
ÅMany options for bit-cell

Amortize front-end power 
overhead 

Key operation in all neural networks

Recent research shows minimal 
accuracy loss with 4bW/8bA

ReLUactivation and weight 
sparsity 

Bandwidth bottleneck, esp. FC
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ÅArm Cortex-M55
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Arm Cortex-M55 Core IP

ÅHelium: New vector extension for Arm M-profile
ÅDefines 8 vector registers, 128b wide
Å130+ new vector instructions
ÅFixed point: 32b, 16b, 8b
ÅFloating point: FP32, FP16

ÅVector MAC instructions
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GreenWavesGAP8 Applications Processor

Å 8x 32b RISC-V cores
ÅTSMC 55LP, Max Freq: 250MHZ
ÅShared I$, Shared Dmem(not $)
ÅAutoTiler/DMA for explicit data movement

Å ISA extensions
ÅVector, MAC, dot-product
Å8,16,32b fixed point (no FP)

Å Integrated HW Convolution engine
Å112 multipliers; 3x performance gain v. 8-core SW

Å Performance
Å22.65 GOPs, ~236 GOPs/W
ÅKWS/CNN benchmark: 1.07mW with HWCE

E. Flamand, TinyMLSummit 2019
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TinyMLHardware Examples

ÅLow-power general purpose cores and SoCs
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Samsung Edge-NPU
TinyMLSummit 2020

Å Scaled-Řƻǿƴ ǾŜǊǎƛƻƴ ƻŦ {ŀƳǎǳƴƎΩǎ aƻōƛƭŜ bt¦
Å1x NPU core with 128 MACs (versus 1024 MACs)
ÅTargets Samsung wearable devices

Å Example of co-designed HW/SW
ÅLeverage research on group conv and binary neural 

networks
ÅMultipliers scaleddown to 4x1b, accumulator to 10b

Å Hardware weight decompression

ÅMobile NPU: 3.5 TOPs/W

Å Edge NPU: 24.1 TOPs/W


