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The ability to run a neural
network model at an energy
cost of below 1 mW.

TINYML?

“



DATASET
+ HARDWARE

+ MODEL
+FRAMEWORK

�

�

�

�

DEEP LEARNING APPLICATION



ASSEMBLING A DATASET

Wait… do I really want to bake dozens of baguettes 
to gather enough data to train my model?
� Let’s instead build a model that “just” recognizes smells.

My device will be rather constrained, how can I 
efficiently capture my training data? 
� Edge Impulse to the rescue �



WIO TERMINAL + GAS SENSOR Carbon monoxide (CO)
Nitrogen dioxide (NO2)

Ethyl alcohol(C2H5OH) 
Volatile Organic 
Compounds (VOC)



A CLOSER LOOK AT THE WIO TERMINAL
Arm Cortex-M4F
192KB of RAM, 512KB of Flash,
4MB External Flash



COST CONSIDERATIONS

ATSAMD51P19A
~$5 (when ordering 3000+ units)

Arm Cortex-M4F
512K of Flash
192K of RAM

Wio Terminal
~$30

Arm Cortex-M4
512K of Flash
192K of RAM



BUT HOW CAN A MACHINE SMELL ANYWAYS?



10 ppm

VOC?
100 Ω!



1000 ppm

VOC?
200 Ω!



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Nitrogen dioxide 849 849 850 851 851 851 851 852 852 853 853 854 855 855 855
Carbon monoxide 57 57 56 57 57 58 58 58 57 57 57 56 57 59 58
Ethyl alcohol 95 96 96 95 97 97 98 98 98 99 98 99 100 100 100
Volatile organic compounds 182 183 184 184 185 185 186 187 188 189 189 189 190 190 191
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Raw sensor data



BUT HOW CAN A MACHINE SMELL ANYWAYS?

Raw features (whiskey) – 1.5 s of sensor data, 10 Hz

[ 849, 57, 95, 182, 849, 57, 96, 183, 850, 56, 96, 184, 851, 57, 95, 
184, 851, 57, 97, 185, 851, 58, 97, 185, 851, 58, 98, 186, 852, 58, 
98, 187, 852, 57, 98, 188, 853, 57, 99, 189, 853, 57, 98, 189, 854, 
56, 99, 189, 855, 57, 100, 190, 855, 59, 100, 190, 855, 58, 100, 191 
]



BUT HOW CAN A MACHINE SMELL ANYWAYS?

Flattened features (whiskey) – step 1:

[
[ 849, 57,  95, 182 ],
[ 849, 57,  96, 183 ],
…
[ 855, 58, 100, 191 ]

]



BUT HOW CAN A MACHINE SMELL ANYWAYS?

Flattened features (whiskey) – step 2 (scale axes):

[
[ 0.849, 0.057, 0.095, 0.182 ],
[ 0.849, 0.057, 0.096, 0.183 ],
…
[ 0.855, 0.058, 0.100, 0.191 ]

]



BUT HOW CAN A MACHINE SMELL ANYWAYS?

Flattened features (whiskey) – step 3 (DSP):

[ 0.8520, 0.849, 0.855, 0.8250, 0.0019,
0.0572, 0.056, 0.059, 0.0554, 0.0007,
0.0977, 0.095, 0.100, 0.0946, 0.0016,
0.1868, 0.182, 0.191, 0.1808, 0.0027 ]



MODEL?

1.5 s of raw
sensor data

DSP block

Input layer

Hidden layer
#1

Hidden layer
#2

Output layer
(ex. 3 smells)



TENSORFLOW LITE FOR MICROCONTROLLERS

Optimized for on-device machine learning
 latency – there's no round-trip to a server
 privacy – no personal data leaves the device
 connectivity – Internet connectivity is not required 
 size – reduced model and binary size
 power consumption – efficient inference & a lack of network connections

High performance (hardware acceleration and model 
optimization)
Available as Arduino library



ON PERFORMANCE AND CODE SIZE

Classifying 3-5 smells:
 ~4KB of RAM, ~27KB of ROM (the actual TFLite model is ~3KB)
 Inference is ~1ms on an 80MHz 32-bit MCU

Quantization
 Reducing the precision of the numbers used to represent a model's 

parameters. Think float32 � int8, i.e 4x size improvement

EON compiler – up to 50% less memory!
CMSIS-DSP & CMSIS-NN



OH, A FRIENDLY REMINDER…

Classification using neural networks always gives you a 
result!

�?

� Anomaly detection helps flag input data that is too 
different from data seen during training

51% WHISKEY!

�? 78% COFFEE!



“GREAT… SO… 
YOU’VE BEEN 

TINKERING, EH?”













Photo by Wilhelm Gunkel on Unsplash



“INTELLIGENCE AT THE EDGE” + INTERNET = ❤*

* a.k.a. AIoT* a.k.a. AIoT

� ☁





FROM CONNECTED THINGS TO CONNECTED ENVIRONMENTS*

* a.k.a. Digital Twins* a.k.a. Digital Twins

☁
floor: r: Floor or 1

floor: r: Floor 2

floor: r: Floor 3

nose: e: Nose_TBRBR26626P

city: y: Chicago

janitor: r: John Doebuilding: g: Tribune Tower

building: g: Willis TowerNose_TBR26P: 
“foul air!”



OPEN SOURCE // OPEN HARDWARE Bill of materials, source 
code, schemaitcs, …
Bill of materials



THANKS!

@kartben
https://blog.benjamin-cabe.com
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Automated TinyML

Zero-сode SaaS solution

Create tiny models, ready for embedding,
in just a few clicks!

Compare the benchmarks of our compact 
models to those of TensorFlow and other leading 
neural network frameworks.

Build Fast. Build Once. Never Compromise.



Executive Sponsors
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Optimized models for embedded

Application

Runtime
(e.g. TensorFlow Lite Micro)

Optimized low-level NN libraries
(i.e. CMSIS-NN)

Arm Cortex-M CPUs and microNPUs

Profiling and 
debugging 

tooling such as 
Arm Keil MDK

Connect to 
high-level 

frameworks

1

Supported by
end-to-end tooling

2

2

RTOS such as Mbed OS

Connect to
Runtime

3

3

Arm: The Software and Hardware Foundation for tinyML
1

AI Ecosystem 
Partners

Resources: developer.arm.com/solutions/machine-learning-on-arm

Stay Connected

@ArmSoftwareDevelopers

@ArmSoftwareDev



TinyML for all developers

www.edgeimpulse.com

Test

Edge Device Impulse

Dataset

Embedded and
edge compute 

deployment 
options

Acquire valuable 
training data 

securely

Test impulse 
with real-time 
device data 
flows

Enrich data and 
train ML 
algorithms

Real sensors in real 
time

Open source SDK



Automotive

IoT/IIoT

Mobile

Cloud

Power efficiency Efficient learningPersonalization

Action
Reinforcement learning 
for decision making

Perception
 Object detection, speech 
recognition, contextual fusion

Reasoning
Scene understanding, language 
understanding, behavior prediction

Advancing AI 
research to make 

efficient AI ubiquitous

A platform to scale AI 
across the industry

Edge cloud

Model design, 
compression, quantization, 

algorithms, efficient 
hardware, software tool

Continuous learning, 
contextual, always-on, 

privacy-preserved, 
distributed learning

Robust learning 
through minimal data, 
unsupervised learning, 

on-device learning

Qualcomm AI Research is an initiative of Qualcomm Technologies, Inc.



Syntiant Corp. is moving artificial intelligence and machine learning from the cloud to edge 
devices. Syntiant’s chip solutions merge deep learning with semiconductor design to produce 
ultra-low-power, high performance, deep neural network processors. These network processors 
enable always-on applications in battery-powered devices, such as smartphones, smart speakers, 
earbuds, hearing aids, and laptops. Syntiant's Neural Decision ProcessorsTM offer wake word, 
command word, and event detection in a chip for always-on voice and sensor applications.

Founded in 2017 and headquartered in Irvine, California, the company is backed by Amazon, 
Applied Materials, Atlantic Bridge Capital, Bosch, Intel Capital, Microsoft, Motorola, and others. 
Syntiant was recently named a CES® 2021 Best of Innovation Awards Honoree, shipped over 10M 
units worldwide, and unveiled the NDP120 part of the NDP10x family of inference engines for 
low-power applications. 

www.syntiant.com @Syntiantcorp 
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www.infineon.com
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Adaptive AI for the Intelligent Edge

Latentai.com



sensiml.com

Build Smart IoT Sensor 
Devices From Data
SensiML pioneered TinyML software 
tools that auto generate AI code for the 
intelligent edge. 

• End-to-end AI workflow
• Multi-user auto-labeling of time-series data
• Code transparency and customization at each 

step in the pipeline

We enable the creation of production-
grade smart sensor devices.



Silver Sponsors
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