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The Problem – Memory space for the parameters (weights)

• Small-to-medium NN models may have millions of parameters, while the tinyML SOC usually has limited memory (hundreds of KBytes) to store the weights data

• In this presentation we show how this problem was solved by an innovative h/w accelerator (Weights Extraction Unit) combined with a powerful s/w toolchain

Quantization
Pruning
Entropy Coding
Packing
The DSPG nNetLite h/w Engine

- The nNetLite engine is a stand-alone module, planned to be embedded in DSP Group’s future SOCs.
- The DBM10L ultra-low-power device comprises the nNetLite engine and the CEVA TeakLite-3 side-by-side.
### Weights Compression by the nNetLite Compiler

#### Asymmetric Quantization

<table>
<thead>
<tr>
<th>16-bit</th>
<th>11-bit</th>
<th>3-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.11290641129016876</td>
<td>0</td>
<td>0.001825837185606360</td>
</tr>
<tr>
<td>0.00341823790224064</td>
<td>0</td>
<td>0.00341823790224064</td>
</tr>
<tr>
<td>0.3417060710489532</td>
<td>0</td>
<td>5.799067206680776</td>
</tr>
<tr>
<td>5.799067206680776</td>
<td>0</td>
<td>0.8514375658705831</td>
</tr>
<tr>
<td>0.8514375658705831</td>
<td>0</td>
<td>1.8651321297511458</td>
</tr>
<tr>
<td>1.8651321297511458</td>
<td>0</td>
<td>4.0</td>
</tr>
<tr>
<td>4.0</td>
<td>0</td>
<td>5.886017650365839</td>
</tr>
<tr>
<td>5.886017650365839</td>
<td>0</td>
<td>0.8896064944565296</td>
</tr>
<tr>
<td>0.8896064944565296</td>
<td>0</td>
<td>0.00341823790224064</td>
</tr>
<tr>
<td>0.00341823790224064</td>
<td>0</td>
<td>0.001825837185606360</td>
</tr>
</tbody>
</table>

#### Pruning

<table>
<thead>
<tr>
<th>11-bit</th>
<th>3-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>111</td>
<td>011</td>
</tr>
<tr>
<td>001</td>
<td>010</td>
</tr>
<tr>
<td>011</td>
<td>001</td>
</tr>
</tbody>
</table>

#### Entropy Coding

<table>
<thead>
<tr>
<th>3-bit</th>
<th>11-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>010010111</td>
</tr>
<tr>
<td>011</td>
<td>00010011</td>
</tr>
<tr>
<td>000</td>
<td>00010011</td>
</tr>
<tr>
<td>010</td>
<td>01100000</td>
</tr>
<tr>
<td>011</td>
<td>01000000</td>
</tr>
<tr>
<td>001</td>
<td>01110000</td>
</tr>
</tbody>
</table>

#### Packing

<table>
<thead>
<tr>
<th>3-bit</th>
<th>11-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>111</td>
<td>01011001</td>
</tr>
<tr>
<td>111</td>
<td>01111000</td>
</tr>
<tr>
<td>001</td>
<td>11000000</td>
</tr>
</tbody>
</table>

---
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Unpacking
01011001
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Entropy Decoding
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De-quantization
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Weights De-compression by the nNetLite WEU h/w module
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Example: Face Detection NN

- Number of layers: 8
- Number of MAC ops: ~12M / Inference
- Number of Weights: 224,656
- Available memory: 280KB
w/o Compression. Weights: 439 KB, RMSE: 0.130191
12-bit weights, 50% Prun. Weights: 273 KB, RMSE: 0.123725
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