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• Remotely Operated Vehicles (ROVs) 
widely used in many critical missions.

• Human operator must control the ROV 
under stressful conditions and harsh 
environments  risk of unintentional 
movements  unwanted results.

• Need  control mechanisms 
embedded on the ROV to prevent 
accidents  easy implementation with 
the use of non-invasive wearable 
sensors.

• Monitoring the human through 
physiological signals along with an 
embedded mechanism controlling 
helpful in search and rescue missions.

• Aim: a framework for dataset 
construction consisting of human and 
ROV data 

Introduction
Dataset Acquisition Setup
• 6 subjects (5 males & 1 female), 23-29 years old, 3 experienced and 3 non-

experienced operators.
• 2 repetitions  stimulate the fatigue that occurs under stressful conditions.
• Pre-defined course  4 basic simple movements (left, right, forward, backward) 

& pass the ROV around a sign.
• Data only from the right hand  focusing on on-air motion.
• 3-5 sec movement  10 sec resting  flight duration: 10-12 min.
• sEMG sensor, HR Sensor &  ROV - Drone
Stress Induction Technique
• 2 repetitions: 1 stress-free & 1 stress-full
• Dataset of irritating sounds1.
State-Trait Anxiety Inventory (STAI) Evaluation
• Questionnaire with 40 questions:20 for the state & 20 for trait anxiety2.
• Filled in prior and at the end of the experiment.
Data Fusion
• Record of data = 8 sEMG values + 1 HR value + 11 values from the ROV = 20 

signals.
• Annotated manually using video recordings from data collection process.

Proposed Framework

Figure 4. Setup for 
Data Collection

1. Wanlu Yang   et   al.   “Affective   auditory   stimulus   database: An  expanded  version  of  the  International  Affective  Digitized Sounds (IADS-E)”. In: Behavior Research Methods (2018), pp. 1415–1429.
2. Konstantinos N Fountoulakis et al. “Reliability and psychomet-ric properties of the Greek translation of the State-Trait Anxiety Inventory  form  Y:  preliminary  data”.  In: Annals of GeneralPsychiatry (2006), 

pp. 1–10.



Feature Extraction
• Window of 10 sequential time-frames
• 11 features for sEMG were evaluated  7 were selected
• sEMG: VAR, WL, MAV, ZC, WAMP, RMS, SSC, MAX, MIN, SSI, IAV
• Raw HR
• ROV: Median, Mean, Min, Max
Data Evaluation
• Use of average values and box-plots
• Statistical t-test 

Data Analysis
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sEMG Signal Acquisition
• MYO Armband
• 8 active electrodes
• 200Hz sampling rate
• Bluetooth connection

Data Acquisition
ROV’s Signal Acquisition
• DJI Spark Drone
• 200Hz sampling rate
• IMU’s data

HR Signal Acquisition
• Polar OH1 Heart 

Sensor
• 1Hz sampling rate
• Bluetooth and 

ANT+ connectivity

Figure 1. MYO Armband Figure 2. Polar Sensor Figure 3. DJI Spark Drone

Human Data
Raw data Features

Normal Abnormal Normal Abnormal
S1 -0.893 -0.887 VAR 82.079 29.944
S2 -0.989 -0.975 WL 550.05 323.97
S3 -0.974 -1.005 MAV 0.476 0.272
S4 -0.9491 -0.951 ZC 9.375 4.237
S5 -1.0347 -1.027 WAMP 9.909 3.742
S6 -0.9276 -0.922 RMS 8.371 5.070
S7 -0.8817 -0.887 SSC 8.835 3.680
S8 -0.4045 -0.889 MAX 29.303 19.286

MIN -29.695 -16.149
HR 84.266 70.828 SSI 6676.2 2479.1

IAV 432.677 263.97

ROV Data
Raw data Features
Normal Abnormal Normal Abnormal

AccX 0. 003 0.038 Median 0.711 0.840
AccY -1.005 0.008 Mean 925.36 898.78
AccZ -1.03 -0.92 Max -767.04 -725.42

GyroX 0.382 0.361 Min 31.668 41.051
GyroY 0.331 -0.492
GyroZ 0.866 0.079
MagX 85.430 190.434
MagY -741.67 -714.84
MagZ 914.33 888.57

Altitude 82.751 981.973
R. Height 7.012 6.396

Table 1. Average Values of human data

Table 2. Average Values of ROV data



• Construct a larger dataset with operators with different degrees of 
experience.

• Include more physiological signals such as Electrodermal Activity (EDA), 
Accelerometer, Blood Volume Pulse (BVP) and Skin Temperature (ST).

• Develop classification algorithms used especially for anomaly 
classifications.

• Design of a shared-control mechanism for monitoring jointly the 
operator and the ROV and preventing the execution of commands given 
by involuntary movements.

Future Work
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• Propose a framework for the construction of a dataset including data 
from human and an ROV during a mission.

• Construct a dataset including stressfree and stressful data from human 
and an ROV, annotated manually.

• We perform data analysis which includes extracting the average values 
and performing a statistical t-test to conclude to the most suitable 
features.

Conclusions

• STAI did not show any significant difference prior and at the end of the 
experiment.

• Average values after extracting the features  are different between 
normal and abnormal movements.

• Statistical analysis between normal and abnormal movements showed 
that the data are statistically different between the two movements.

• The selected features for sEMG and ROV are promising when used for 
classification.

Results

Human Data – Statistical T-test ROV Data – Statistical T-test
Raw Features Raw Features

p < 0.05 p < 0.05 p < 0.05 p < 0.05
S1 x VAR √ AccX √ Median √
S2 x WL √ AccY √ Mean √
S3 x MAV √ AccZ √ Min √
S4 x ZC √ GyroX √ Max √
S5 x WAMP √ GyroY √
S6 x RMS √ GyroZ x
S7 x SSC √ MagX √
S8 √ MAX √ MagY √

MIN √ MagZ √
SSI √ Altitude √
IAV √ Rel. Height √

Table 3. Statistical T-test values for Human and ROV
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Automated TinyML

Zero-сode SaaS solution

Create tiny models, ready for embedding,
in just a few clicks!

Compare the benchmarks of our compact 
models to those of TensorFlow and other leading 
neural network frameworks.

Build Fast. Build Once. Never Compromise.
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Optimized models for embedded

Application

Runtime
(e.g. TensorFlow Lite Micro)

Optimized low-level NN libraries
(i.e. CMSIS-NN)

Arm Cortex-M CPUs and microNPUs

Profiling and 
debugging 

tooling such as 
Arm Keil MDK

Connect to 
high-level 

frameworks
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Supported by
end-to-end tooling
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RTOS such as Mbed OS

Connect to
Runtime
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Arm: The Software and Hardware Foundation for tinyML
1

AI Ecosystem 
Partners

Resources: developer.arm.com/solutions/machine-learning-on-arm

Stay Connected

@ArmSoftwareDevelopers

@ArmSoftwareDev



TinyML for all developers

www.edgeimpulse.com

Test

Edge Device Impulse

Dataset

Embedded and
edge compute 

deployment 
options

Acquire valuable 
training data 

securely

Test impulse 
with real-time 
device data 
flows

Enrich data and 
train ML 
algorithms

Real sensors in real 
time

Open source SDK



Automotive

IoT/IIoT

Mobile

Cloud

Power efficiency Efficient learningPersonalization

Action
Reinforcement learning 
for decision making

Perception
 Object detection, speech 
recognition, contextual fusion

Reasoning
Scene understanding, language 
understanding, behavior prediction

Advancing AI 
research to make 

efficient AI ubiquitous

A platform to scale AI 
across the industry

Edge cloud

Model design, 
compression, quantization, 

algorithms, efficient 
hardware, software tool

Continuous learning, 
contextual, always-on, 

privacy-preserved, 
distributed learning

Robust learning 
through minimal data, 
unsupervised learning, 

on-device learning

Qualcomm AI Research is an initiative of Qualcomm Technologies, Inc.



Syntiant Corp. is moving artificial intelligence and machine learning from the cloud to edge 
devices. Syntiant’s chip solutions merge deep learning with semiconductor design to produce 
ultra-low-power, high performance, deep neural network processors. These network processors 
enable always-on applications in battery-powered devices, such as smartphones, smart speakers, 
earbuds, hearing aids, and laptops. Syntiant's Neural Decision ProcessorsTM offer wake word, 
command word, and event detection in a chip for always-on voice and sensor applications.

Founded in 2017 and headquartered in Irvine, California, the company is backed by Amazon, 
Applied Materials, Atlantic Bridge Capital, Bosch, Intel Capital, Microsoft, Motorola, and others. 
Syntiant was recently named a CES® 2021 Best of Innovation Awards Honoree, shipped over 10M 
units worldwide, and unveiled the NDP120 part of the NDP10x family of inference engines for 
low-power applications. 

www.syntiant.com @Syntiantcorp 
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Adaptive AI for the Intelligent Edge

Latentai.com



sensiml.com

Build Smart IoT Sensor 
Devices From Data
SensiML pioneered TinyML software 
tools that auto generate AI code for the 
intelligent edge. 

• End-to-end AI workflow
• Multi-user auto-labeling of time-series data
• Code transparency and customization at each 

step in the pipeline

We enable the creation of production-
grade smart sensor devices.
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