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Introduction:
• Convolution neural networks quantization
• low-quality black-and-white photos are well enough to recognize. 

Different features should be adjusted to different ranges, and a threshold 
should be should be learned to distinguish (quantized) them.

Contributions:
• A novel quantization method based on attention mechanism 
• A unified 1-bit and multi-bit activation quantization method
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Activation Quantization: Squeeze-and-Threshold (ST) quantization
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Weight quantization
1-bit weight binarization uses the scheme from BNN+[1].
Multi-bit weight quantization uses the scheme from LSQ[2]. 

[1] Sajad Darabi, Mouloud Belbahri, Matthieu Courbariaux, andVahid Partovi Nia. BNN+: improved binary network training
[2] Steven K Esser, Jeffrey L McKinstry, Deepika Bablani, Rathinakumar Appuswamy, and Dharmendra S Modha. Learned step size 
quantization. In 8th International Conference on Learning Representations (ICLR), 2020, Addis Ababa, Ethiopia, April 26-30, 2020
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Figure 1. Activation thresholds on the dierent layers during training Table 1. Top-1 and top-5 accuracy (in percentage) of our quantization scheme 
and prior state-of-the-art quantization methods on ImageNet dataset

[1] Sajad Darabi, Mouloud Belbahri, Matthieu Courbariaux, andVahid Partovi Nia. BNN+: improved binary network training
[2] Zechun Liu,  Baoyuan Wu,  Wenhan Luo,  Xin  Yand,  Wei  Liu,  and  Kwang-TingCheng.  Bi-real  net:  Enhancing  the  performance  of  1-bit  cnns with  improved  rep-resentational capability  and  
advanced  training  algorithm
[3] Adrian  Bulat and  Georgios  Tzimiropoulos.  Xnor-net++:  Improved  binary  neuralnetworks
[4] Jungwook Choi, Zhuo Wang, Swagath Venkataramani, Pierce IJen Chuang, Vijay-alakshmi Srinivasan, and Kailash Gopalakrishnan. PACT: parameterized clippingactivationfor quantized neural networks
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Automated TinyML

Zero-сode SaaS solution

Create tiny models, ready for embedding,
in just a few clicks!

Compare the benchmarks of our compact 
models to those of TensorFlow and other leading 
neural network frameworks.

Build Fast. Build Once. Never Compromise.
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for decision making
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Qualcomm AI Research is an initiative of Qualcomm Technologies, Inc.



Syntiant Corp. is moving artificial intelligence and machine learning from the cloud to edge 
devices. Syntiant’s chip solutions merge deep learning with semiconductor design to produce 
ultra-low-power, high performance, deep neural network processors. These network processors 
enable always-on applications in battery-powered devices, such as smartphones, smart speakers, 
earbuds, hearing aids, and laptops. Syntiant's Neural Decision ProcessorsTM offer wake word, 
command word, and event detection in a chip for always-on voice and sensor applications.

Founded in 2017 and headquartered in Irvine, California, the company is backed by Amazon, 
Applied Materials, Atlantic Bridge Capital, Bosch, Intel Capital, Microsoft, Motorola, and others. 
Syntiant was recently named a CES® 2021 Best of Innovation Awards Honoree, shipped over 10M 
units worldwide, and unveiled the NDP120 part of the NDP10x family of inference engines for 
low-power applications. 

www.syntiant.com @Syntiantcorp 
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sensiml.com

Build Smart IoT Sensor 
Devices From Data
SensiML pioneered TinyML software 
tools that auto generate AI code for the 
intelligent edge. 

• End-to-end AI workflow
• Multi-user auto-labeling of time-series data
• Code transparency and customization at each 

step in the pipeline

We enable the creation of production-
grade smart sensor devices.
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