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Overview
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Methodology

• DeepLabV3+ as a supernet
• Two backbones: Xception & 

MobileNetV2
• sub-sampling and reusing 

its pre-trained weights
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Xception Backbone



Methodology
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MobileNetV2 Backbone

Bottleneck with expansion layer



Experiments and results
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• Search by changing parameters of supernet
• evaluate on a subset of the validation dataset (20%)
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Thank you!
Questions ?
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