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Optimized models for embedded
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(e.g. TensorFlow Lite Micro)

Optimized low-level NN libraries
(i.e. CMSIS-NN)

Arm Cortex-M CPUs and microNPUs
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Arm: The Software and Hardware Foundation for tinyML

1

AI Ecosystem 
Partners

Resources: developer.arm.com/solutions/machine-learning-on-arm
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@ArmSoftwareDev
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BECOME BETA USER bit.ly/testdeeplite

WE USE AI TO MAKE OTHER AI FASTER, SMALLER 
AND MORE POWER EFFICIENT

Automatically compress SOTA models like MobileNet to <200KB with 

little to no drop in accuracy for inference on resource-limited MCUs

Reduce model optimization trial & error from weeks to days using 

Deeplite's design space exploration

Deploy more models to your device without sacrificing performance or 

battery life with our easy-to-use software
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TinyML for all developers

Get your free account at http://edgeimpulse.com

Test

Edge Device Impulse

Dataset

Embedded and 

edge compute 

deployment options

Acquire valuable 

training data securely

Test impulse 

with real-time 

device data 

flows

Enrich data and train 

ML algorithms

Real sensors in real 

time

Open source SDK

http://edgeimpulse.com/




▪ Wide range of ML methods: GBM, XGBoost, Random 

Forest, Logistic Regression, Decision Tree, SVM, CNN, 

RNN, CRNN, ANN, Local Outlier Factor, and Isolation 

Forest

▪ Easy-to-use interface for labeling, recording, 

validating, and visualizing time-series sensor data

▪ On-device inference optimized for low latency, low 

power consumption, and a small memory footprint

▪ Supports Arm® Cortex™- M0 to M4 class MCUs

▪ Automates complex and labor-intensive processes of 

a typical ML workflow – no coding or ML expertise 

required!

▪ Industrial Predictive Maintenance

▪ Smart Home

▪ Wearables

Qeexo AutoML for Embedded AI
Automated Machine Learning Platform that builds tinyML solutions for the Edge using sensor 

data

▪ Automotive

▪ Mobile

▪ IoT

QEEXO AUTOML: END-TO-END MACHINE LEARNING 

PLATFORM

Key Features Target Markets/Applications

For a limited time, sign up to use Qeexo AutoML at automl.qeexo.com for 
FREE to bring intelligence to your devices!

https://automl.qeexo.com/


is for

building products

Automated Feature 
Exploration and 

Model Generation

Bill-of-Materials 
Optimization

Automated Data 
Assessment

Edge AI / TinyML
code for the smallest 

MCUs

Reality AI Tools® software

Reality AI solutions

Automotive sound recognition & localization

Indoor/outdoor sound event recognition

RealityCheck™ voice anti-spoofing

info@reality.ai @SensorAI Reality AIhttps://reality.ai

mailto:info@reality.ai
https://reality.ai


SynSense builds ultra-low-power (sub-mW) sensing and 

inference hardware for embedded, mobile and edge

devices. We design systems for real-time always-on 

smart sensing, for audio, vision, IMUs, bio-signals and 

more.

https://SynSense.ai



Next tinyML Talks

Date Presenter Topic / Title

Tuesday,
February 16

Mohammed Zubair
PhD, SMIEEE
Associate Professor / Consultant
Department of Electrical Engineering / 
Center for Artificial Intelligence 
King Khalid University

Oral Tongue Lesion Detection using TinyML 

on Embedded Devices

Webcast start time is 8 am Pacific time

Please contact talks@tinyml.org if you are interested in presenting

mailto:talks@tinyml.org


Local Committee in Singapore

● Soham Chatterjee
○ Machine Learning Engineer at Sleek, Singapore

● Archana Vaidheeswaran
○ AI Engineer at Continental Automotive, Singapore



Reminders

youtube.com/tinyml

Slides & Videos will be posted 
tomorrow

tinyml.org/forums

Please use the Q&A window for your 
questions



Archana 
Vaidheeswaran

Archana is an AI Engineer. She works 
in the field of automation, NLP and 
edge computing. She has co-created 
a nanodegree with Intel and Udacity: 
Intel AI on Edge Nanodegree.



Introduction to Deep Learning for 
Edge Devices

Vaidheeswaran Archana
& 

Soham Chatterjee



OUR MISSION 
Inspiring women to 
excel in technology 
careers.



OUR VISION
A world where women 
are representative as 
technical executives, 
founders, VCs, board 
members and software 
engineers. 



About Me
1. AI Engineer Continental

2. Graduate Student at NUS

3. Deep Learning and Smart grids 

Research

4. Previously, Research Engineer at Saama 

Technologies

5. Instructor at Udacity, Intel Edge AI for 

IoT Developers 



What will you learn 

● What is Edge Computing?

● Why is Edge Computing important?

● Edge Computing Hardware

● Edge Computing Algorithms

● Edge Computing Software

● Why learn Edge Computing?



Session 2: Basics of 
Running Neural Network 
at the Edge

ROADMAP OF THE STUDY GROUP! 

Session 3: 
Quantization of 

Neural Networks

Session 4: 
Hardware at the 
Edge

Session 5: Pruning

Session 6: Research 
Topic-Early Exits for 
Neural Network

Session 7:Edge TPU and 
Edge TPU Accelerator

Session 8:
Mini Project



Join our slack group?

CHECK OUT THE SLACK LINK ON THE CHAT! 



Join our slack group?
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Internet of Things
● IoT devices have a microcontroller 

and sensors

● They can collect and transfer data, 

as well as perform simple tasks

● IoT devices have become popular 

over the last few years

● They are used as smart home and 

fitness devices, but are also being 

used in industrial settings

● However 99% of IoT sensor data

is discarded

State of IoT; iot-analytics.com
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Internet of Things and Edge Computing
● Most DL models are deployed on 

cloud servers

● Running models closer to where 

the data is being generated is 

called edge computing

Edge Computing Use Cases; innovationatwork.ieee.org



Edge Computing
1- Increase in IoT devices causes an 

increase in cloud dependency 

2-Need edge devices which have their 

own data centres

3-The computing that is performed in 

those data centers is Edge computing

4- Application: Security Cameras, Self 

Driving Cars 



Advantages of Edge Computing

● Reduced Latency

● Reduced Internet Bandwidth

● Increased Security

● Reduction in Dependence on 

Cloud Services



Edge Computing Hardware
● Microprocessors

○ General Purpose

○ More Powerful

○ Consume More Power

● Microcontrollers

○ For Simpler Tasks

○ Less Computationally Powerful

○ Consumes Less Power

● Accelerators

○ Specialised for one task

○ Smaller and more power efficient

○ Computationally powerful, but can only perform a specific task



Microprocessors

● Raspberry Pi form-factor

● 10W Power Consumption

● Quad-core Arm Cortex-A53 and EdgeTPU 

Accelerator

● 4 TOPS of performance (EdgeTPU)

● TFLite Framework

EdgeTPU Dev Board
● General Purpose Microprocessor

● 15W Power Consumption

● Quad core 64-bit ARM-Cortex A72 running 

at 1.5GHz

● 13.5 GFLOPS

● Multiple Programming Languages and 

Frameworks are supported

Raspberry Pi 4B



Microcontrollers

● Based on the ATmega328 microcontroller

● 32KB flash memory, 2KB SRAM, 1KB 

EEPROM

● 16Mhz clock speed

● 14 digital I/O pins

● Compatible with the Arduino IDE

● Works with Arduino shields and hats

Arduino Uno
● ESP32-based microcontroller

● Small form factor

● GPIOs, BLE and Wi-Fi

● 4MB SPI Flash memory

ESP32 - Adafruit Huzzah32
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● Pen Drive form-factor

● 1W Power Consumption

● MyriadX Vision Processing Unit and 

16 Vector Processors

● 4 TOPS of performance in total

● OpenVINO Toolkit

● Pen Drive form-factor

● 5V; 100-500 mA

● EdgeTPU Accelerator

● 4 TOPS of performance (EdgeTPU)

● TFLite Framework

Neural Compute Stick EdgeTPU Accelerator

Neural Network Accelerators



Need for Edge Computing Algorithms
Power constraints: Neural 

networks require massive 

amount of computational 

power and energy to execute 

on CPU and GPUs

Memory Constraints: 

Laptops and PC come with 

at least 4GB of RAM 

whereas Raspberry Pi 3 has 

1GB of RAM

Composed of Floating 

Point Values: Neural 

Networks are generally 

trained to preserve 

accuracy and not speed

Inference Efficiency:

We need model that 

takes less time for 

inference



Edge Computing Algorithms
Problem: Less Compute Power, Less Memory, High Accuracy

Algorithms:

● Separable Convolutions

● Quantization

● Pruning

● Knowledge Distillation



Separable Convolutions
● Changes the standard convolution 

operation into two separate convolutions

● Reduces the number of weights needed to 

be stored

● Reduces the number of operations 

required to execute the layer

Depthwise Convolution

Pointwise Convolution

source: towardsdatascience; chi-feng wang

https://towardsdatascience.com/a-basic-introduction-to-separable-convolutions-b99ec3102728
https://towardsdatascience.com/a-basic-introduction-to-separable-convolutions-b99ec3102728
https://towardsdatascience.com/a-basic-introduction-to-separable-convolutions-b99ec3102728


Normal Convolution Separable Convolution

❑ Total FLOPs:

❑ 8x8x5x5x3x256 = 1,228,800

Total FLOPs: 4800+49152 = 53,952 (22x lesser)

Here we separate the convolutional operation 

into 2 operations: Depthwise and Pointwise

Dk is the kernel dimension

C is the number of input channels

N is the number of output channels

Wo, Ho are the output width and height
Total FLOPs:

Total 

Savings:

How do Separable Convolutions Reduce Computation?

source: towardsdatascience; chi-feng wang

https://towardsdatascience.com/a-basic-introduction-to-separable-convolutions-b99ec3102728


Quantization

● Neural Networks generally use 32 bit 

floating point weights

● These require more memory to save and 

custom logic to execute efficiently (which 

many micro-controllers do not have)

● By converting weights to INT8 (8 bits), we 

can save memory and compute faster

● However, it leads to a loss in accuracy since 

we lose precision
source: heartbeat.fritz.ai

https://heartbeat.fritz.ai/8-bit-quantization-and-tensorflow-lite-speeding-up-mobile-inference-with-low-precision-a882dfcafbbd


Model Pruning

36

● Weights can be Pruned

● Neurons can be Pruned

● Executing Pruned Networks 

Efficiently is Difficult

● Structured Sparsity can help: 

Essentially pruning blocks of 

weights



Knowledge Distillation

Teacher Model

S
O

F
T

M
A

X

Student Model

S
O

F
T

M
A

X

Train on 
Soft Labels

● Works by transferring the knowledge 

learned by a large teacher model to a 

smaller student model

● The student model is easier to execute

● The student model can be trained with 

unlabelled data

● Student models can often achieve similar 

or more accuracy than the teacher



Edge Computing Frameworks

● TensorFlow Lite

○ Quantization

○ Pruning

○ Weight Clustering

○ Support for EdgeTPU

● OpenVINO
○ Quantization

○ Intermediate Representations

○ Support for NCS and other Intel Hardware

● Others
○ ONNX

○ PyTorch

○ DeepStream



Why Learn Edge Computing
● Job Prospects

○ It is an up and coming, but niche field.

○ Edge Computing concepts and 

optimizations can be applied in other 

areas

● Research
○ Really active research area with lots of 

potential

● Projects
○ Edge Computing is a great way to put 

intelligence in your projects

● Community
○ Large and open community with very 

helpful people!



Research Papers
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