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Nota AI®
Corporate Journey: Pioneering the AI Industry

• Nota AI®'s journey showcases growth, partnerships, events, and awards since inception.
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Nota AI®
Global Partnerships: Collaborating with Tech Leaders

• Strategic alliances with industry leaders drive Nota AI®'s global expansion.
ClientsPartners
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Nota AI®
Platform & Edge Solutions: Elevating Excellence

• Continuously advancing technologically through the utilization of NetsPresso®, Nota ITS, and Nota 
DMS.

Solution SolutionPlatform
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• Nota AI® supports a diverse range of devices such as CPUs, GPUs, NPUs, MCUs, etc.

Problem statement 
Various device support



© 2024. Nota Inc. 10

• To deploy AI models onto various devices, converting and compiling the AI model from deep 
learning frameworks into a runtime-specific Intermediate Representation(IR) is necessary.

Problem statement 
Runtime-specific IR Converter

CompileAI Model Convert Runtime
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• Each compiler can only support the operators that it has implemented.

• If an AI model contains unsupported operators, compilation may fail, or the operations may be 
executed on the CPU or MCU, resulting in reduced performance.

Problem statement 
Limitation of compiler

CompileAI Model Convert Runtime
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Problem statement 
Transformer

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems 30 (2017).

• Transformers have revolutionized deep learning, dominating natural 
language processing (NLP).

• Recent advancements have shown their remarkable performance in 
diverse domains, marking a paradigm shift in AI.
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Problem statement 
Conformer

Gulati, Anmol, et al. "Conformer: Convolution-augmented transformer for speech recognition." arXiv preprint arXiv:2005.08100 (2020).

• Conformer enhances Transformers for speech and audio 
tasks, providing effective solutions in voice recognition and 
audio processing.

• Conformer combines CNNs with self-attention to improve 
speech-to-text accuracy, harnessing local and global data 
patterns.

Convolution Module

Conformer
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Problem statement 
Vision Transformer (ViT)

Dosovitskiy, Alexey, et al. "An image is worth 16x16 words: Transformers for image recognition at scale." arXiv preprint arXiv:2010.11929 (2020).

• Vision Transformer (ViT) expands Transformer's capabilities to computer vision tasks, achieving 
remarkable results in image classification and object detection.

• ViT processes images by dividing them into patches.
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• AI models with unsupported operators require replacement or removal for deployment.

• Manual model modification in deep learning frameworks is cumbersome.

Operator Converter
Challenges of Manual Model Modification

AI Model Convert Compile

Manual
Modification

Retrain

Runtime

Unsupported 
Operators
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• The Operator Converter automates unsupported operation replacement, easing deployment.

Operator Converter
Operator Converter

Check
Device Simplification

Find
Unsupported

Operators

Choose
Replaceable

Operators
Validation Convert

Pre-defined
Replaceable

Operators
Map

AI model with
unsupported 

operators

Deployable 
AI model

Operator Converter
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• The convert functionality within the operator converter utilizes a model parser equipped with insert, 
delete, and modify functions to alter the graph.

Operator Converter
Model Editor

Save
ModelReplaceable

Operators

Deployable 
AI model

Convert

Insert

Modify
Parameters

DeleteModel Editor

AI model
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• Example

Operator Converter
Model Editor

Subtract layer Original

Modify quantization params
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• Alif Ensemble E7 DevKit Gen2
§ Arm Cortex-M55 + Arm Ethos-U55 NPU

• NXP i.MX 93 Evaluation Kit
§ Arm Cortex-M33 + Arm Ethos-U65 NPU

• Seeed Studio Grove Vision AI V2
§ Arm Cortex-M55 + Arm Ethos-U55 NPU

• Convert the TensorFlow Lite model with full INT8 quantization using the Vela compiler

Results
Target Device

https://review.mlplatform.org/plugins/gitiles/ml/ethos-u/ethos-u-vela/

CompileAI Model
Operator
Converter

Runtime

Vela TensorFlow Lite for 
Microcontrollers
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• The patch encoder in ViT uses a convolution with kernel size and stride matching the patch size.

• This particular convolution configuration is not currently supported by the Vela compiler.

Results
Constraints with Vela Compiler

https://review.mlplatform.org/plugins/gitiles/ml/ethos-u/ethos-u-vela/+/HEAD/SUPPORTED_OPS.md

Patch Encoder
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• MatMul in Multi-Head Attention is not supported by the Vela compiler. 

• Addressing NPU compatibility issues with Transformer blocks by 
representing unsupported operators with supported operator 
combinations.

Results
Constraints with Vela Compiler

https://review.mlplatform.org/plugins/gitiles/ml/ethos-u/ethos-u-vela/+/HEAD/SUPPORTED_OPS.md
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BatchMatmul Unsupported case in Ethos-U NPU

Results
Constraints with Vela Compiler
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• Patch Encoder can be expressed using combinations of supported operators such as Slice, 
Reshape, and Pointwise Convolution.

Results
Operator Converter for Patch Encoder

Without Operator Converter With Operator Converter
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• Batchmatmul can be expressed using combinations of supported operators such as Convolution,
Multiplication, and so on.

• Quantization values have also been appropriately filled in.

Results
Operator Converter for BatchMatMul

Without Operator Converter With Operator Converter

...
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• After the operator converter, the model consists solely of supported operators, condensing into a 
single layer through the Vela compiler.

• This setup facilitates full NPU acceleration.

Results
Optimizing NPU Utilization

Without Operator Converter With Operator Converter
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• Ethos-U NPUs don’t currently support Conformer & Vision Transformer blocks.

• Ran AI model with Nota AI® using only Ethos-U NPUs

• On Alif Ensemble E7 DevKit Gen2, Conformer is 5.7 times faster, and ViT is 8.8 times faster

Results
Benchmark
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• All devices with Arm Ethos NPUs(Alif, NXP, and Seeed 
Studio) demonstrated accelerated model inference 
speeds with Nota AI®.

• Using only NPUs, the Conformer model achieves notable 
performance improvements on each device.

Results
Benchmark
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