
“An Introduction to TinyML for all backgrounds with hands on 
introduction to Edge Impulse”

Peter Ing - Edge Impulse

September 24, 2021



tinyML Talks Sponsors and Strategic Partners

Additional Sponsorships available – contact Olga@tinyML.org for info

tinyML Strategic Partner tinyML Strategic Partner

tinyML Strategic Partner tinyML Strategic Partner tinyML Strategic Partner

tinyML Strategic Partner tinyML Strategic PartnertinyML Strategic Partner

tinyML Strategic Partner

tinyML Strategic Partner

tinyML Strategic Partner

tinyML Strategic PartnertinyML Strategic PartnertinyML Strategic Partner

tinyML Strategic Partner

mailto:Bette@tinyML.org












Distributed infrastructure for TinyML apps
Decoupling intelligence

HOTG is building the distributed infrastructure to pave the way 
for AI enabled edge applications

Develop at warp speed Device orchestrationAutomate deployments

















Silicon

Software Data

Neural Decision Processors

• At-Memory Compute
• Sustained High MAC Utilization
• Native Neural Network 

Processing

ML Training Pipeline

• Enables Production Quality 
Deep Learning Deployments

Data  Platform

• Reduces Data Collection 
Time and Cost

• Increases Model 
Performance

End-to-End 
Deep Learning 

Solutions 

for 

TinyML &  Edge AI
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LIVE ONLINE November 2-5, 2021
(9-11:30 am China Standard time)

https://www.tinyml.org/event/asia-2021/

Free event courtesy of our sponsors and strategic partners 

Register today!

Technical Programm Committee

ASIA

More sponsorships are available: sponsorships@tinyML.org

https://www.tinyml.org/event/asia-2021/
mailto:sponsorships@tinyML.org


Submissions accepted until September 17th, 2021
Winners announced on October 5th, 2021 ($6k value)

Sponsorships available: sponsorships@tinyML.org
https://www.hackster.io/contests/tinyml-vision

collaboration with

Focus on: 
(i) developing new use cases/apps for tinyML vision; and (ii) promoting tinyML tech & companies in the developer community

Open now



Next tinyML Talks

Date Presenter Topic / Title

Tuesday,
September 28

Marios Fournarakis, 
Qualcomm Technologies, Netherlands

A Practical Guide to Neural Network 

Quantization

Webcast start time is 8 am Pacific time

Please contact talks@tinyml.org if you are interested in presenting

mailto:talks@tinyml.org


Reminders

youtube.com/tinyml

Slides & Videos will be posted tomorrow

tinyml.org/forums

Please use the Q&A window for your questions



Peter Ing

Peter is from Cape Town and sees all technology and 
science as continuum but had to select one discipline 
and choose to complete a NDip in Electrical 
Engineering. He has tinkered in many different areas 
and has worked formally in the Retail, Transport and 
Automotive sectors integrating different systems 
and technologies together. His work interests and 
experience include Embedded Systems, Industrial 
Automation, IoT and software development and 
more recently Machine Learning which is what 
makes TinyML the ideal landing point.



Getting Started with ML in General



NARROW AI

Formalized in 1956

ARTIFICAL GENERAL INTELLIGENCEResearch in 60s & 70s

AI Winter

Revival in 2000s

AI Spring

Low Cost Computing & Big 
Data

REACTIVE MACHINES

LIMITED MEMORY

THEORY OF MIND

SELF AWARENESS

Unable to 
remember, only 
reacts to inputs

Adds the ability 
to learn behavior 

from data

Ability to 
understand 

human emotions 
and individuals

Machines that 
are like humans 

with 
consciousness

ARTIFICAL SUPER INTELLIGENCE



AI vs ML vs DL



ARTIFICIAL 
INTELLIGENCE

MACHINE
LEARNING

FUZZY LOGIC
EXPERT SYSTEMS
SYMBOLIC 
…

SUPERVISED
LEARNING

UNSUPERVISED
LEARNING

REINFORCMENT 
LEARNING

DEEP
LEARNING

Trained against 
dataset:
• Regression 
• Classification

Artificial Neural 
Networks
• Perceptrons
• CNN
• RNN…

No training, processes 
input data:
• Dimensionality 

reduction
• Clustering
• Anomaly detection

Agent learns optimal behavior through 
positive and negative rewards i.e
reinforcing desired reaction to 
environment



Displaying intelligence – Learning from 
Experience

DETECTING PEOPLE IN A SCENE

RECOGNIZING SPOKEN WORDS

RECOGNIZING WHEN SOMETHING IS ABOUT TO FAIL  :
• Sound cues
• Visual cues
• Temperature changes

INPUT FROM
ENVIRONMENT

ABILITY

INCREASING 
EXPERIENCE

ABILITY

ABILITY

INPUT FROM
ENVIRONMENT

INPUT FROM
ENVIRONMENT

INCREASING 
EXPERIENCE

DANGER

SENSES



Machine Learning – Programs that learn

PROGRAM

MODEL

INPUTS OUTPUTS

LEARNING – Training the model

• Mapping Inputs to Outputs
• Change Internal structure(weight values/parameters)
• Iterative process – Epochs
• Training dataset and Test dataset
• Hyperparameters – control training process
• Overfitting

"A computer program is said to learn from 

experience E with respect to some class of 

tasks T and performance measure P if its 

performance at tasks in T, as measured by P, 

improves with experience E.“

-Tom Mitchell

INFERENCE - Executing program/model on new data

• Running the model
• Generalizing and making predictions on new data
• Output confidence

tinyML = Inference on low power (<1mW) on small i.e. Tiny embedded devices



x2

Classical Machine Learning & Deep 
Learning

CLASSICAL DEEP LEARNING

w1

COMPUTATIONAL COMLPLEXITY

x1

x3

w2

w3

f(∑xnwn+b)

y= 𝛽0 + 𝑥𝛽1

o Based on statistics

o Parameters are learned during training

o Based on Artificial Neurons

o Deep Learning – multiple hidden layers

o Weights are learned during training

x2



Software Frameworks

TRAINING

INFERENCE



DIRECT CONNECTION

INTERNET

CLOUD AI

HIGH BANDWIDTH

INTERNET

HIGH BANDWIDTH

GPU/VPU/TPU

Edge Processor

CLOUD & EDGE AI

TRAINING & INFERENCE

EDGE AI

Typical AI/ML Architectures

DIRECT CONNECTION



Overview of the Edge

CLOUD

EDGE

THINGS

INTERNET

BLUETOOTH/ZIGBEE/THREAD/LORA

Backend Processing
Storage/Database
Web application/Platform

Gateways
Aggregation/Internet Connectivity
Computing close to application
Storage/Preprocessing

Sensors
Processing capability
Internet Connectivity 

Image Source: Wikipedia , Creative commons



Hardware Spectrum 

1. Operating System Support

2. External memory and peripherals(PCB)

3. High Power Consumption

4. Memory in Megabytes to Gigabytes

5. Multicore/Multitasking

6. Not always Realtime

7. Optional GPU

1. Barebones/No Operating System/RTOS

2. Memory and Peripherals included

3. Low Power Consumption

4. Memory in Kilobytes to Megabytes

5. Single Core/Dual Core – limited multitasking

6. Realtime & DSP capabilities 

7. Lower Cost

MICROPROCESSOR UNIT MICROCONTROLLER UNIT

Arduino

(Embedded Platform)
Raspberry Pi

(Single Board Computer)

COST/COMPLEXITY/POWER

VS

Image Source: Wikipedia



What are Things

Processing

Memory/Storage

<code>

Sensors

Internet 

Communication

Interface

PHYSICAL OBJECT

THING

Actuators

Turning objects into intelligent “Things”

MCU



What is the Internet of Things

Physical things connected to the internet

Bluetooth/Zigbee/Lora

EDGE GATEWAY

Internet

Internet

Sigfox

2G/3G/4G/5G

WiFi



Artificial Intelligence of Things

AI + IoT = AIoT

Inference on Edge and IoT devices



Introducing tinyML

Field of machine learning technologies utilizing optimized 

Machine Learning to perform inference on extremely lower power 

(mW range) embedded systems. 

Power in mW range

Limited memory and processing power

“Machine Intelligence next to the physical world”

Made possible by model optimization techniques and tools to optimize neural networks for inference on constrained devices

Low Cost hardware



Benefits of tinyML

Targeting battery powered and portable applications LOW POWER

CONNECTIVITY No Internet connectivity required for on device inference

COST Low cost hardware no need for expensive GPU’s/NPU’s

PRIVACY No connectivity means higher security and data privacy

LATENCY Lowest latency due to efficient inference at data collection point



Use cases for tinyML

Healthcare

Disease Detection

Acute distress

Sleep disorders

Agriculture

Soil condition

Adaptive lighting

Crop diseases

Yield prediction

Industrial

Predictive Maintenance

Fitness & Exercise

Smart Sensors

Smart Manufacturing

Process Control

Transport

Self Driving vehicles

Fuel usage optimization

Driver monitoring

Computer Vision

Safety and Security

Autonomous Robots

Voice recognition applications

Building Management/Home Automation

Logistics

Retail

Automated checkout

Smart Mirrors

Loss Prevention

…and many more



Diving deeper into an application 
scenario

Sensors are Machine Senses 

❑ Motion – IMU(Accelerometer/Gyro)

❑ Sound – Audio (Microphone)

❑ Sight – Image Sensor (Camera)

❑ Environment – Temperature/Humidity/Pressure

❑ Proximity - distance

On board AI Processor

LTE/5G

Motion

tinyML fanout

Proximity

Dedicated Object 

Detector

Dedicated 

Motion analysis

Dedicated 

Impact detection

Dedicated voice 

commands

Dedicated Safety 

Functions

Microprocessors/GPU –

General Purpose Multitasking

Microcontrollers –

Dedicated single function

Cameras



The tinyML Movement

tinyML Foundation: non-profit organization creating and driving a Global Community around low power edge ML

• Bringing together a diverse community 

• Non-discriminatory

• Multidisciplinary  

• Open and transparent

• Highly Technical

tinyML for Good

Meetup Groups

tinyML is becoming a key philosophy, technological approach and ML ecosystem as 

part of the continuation of the 4IR

Summits

tinyML Talks

Vision Challenge



Edge Impulse Demo
Getting started with ML 

ML Devops ~ MLOps

Understand the Problem

Collect Data

Prepare Data for ML

Choose a model & train

Validate & retrain 

Deploy

Machine Learning Workflow

Jupyter Notebooks

Custom code/interfacing

Managing Data

Feature extraction

Understanding Frameworks

Splitting data

EON COMPILER



Exploring Further

www.edgeimpulse.com/imagine



Copyright Notice

This multimedia file is copyright © 2021 by tinyML Foundation. 
All rights reserved. It may not be duplicated or distributed in any 
form without prior written approval.

tinyML® is a registered trademark of the tinyML Foundation.

www.tinyml.org



Copyright Notice

This presentation in this publication was presented as a tinyML® Talks webcast. The content reflects the 
opinion of the author(s) and their respective companies. The inclusion of presentations in this 
publication does not constitute an endorsement by tinyML Foundation or the sponsors.

There is no copyright protection claimed by this publication. However, each presentation is the work of 
the authors and their respective companies and may contain copyrighted material. As such, it is strongly 
encouraged that any use reflect proper acknowledgement to the appropriate source. Any questions 
regarding the use of any materials presented should be directed to the author(s) or their companies.

tinyML is a registered trademark of the tinyML Foundation.

www.tinyML.org


