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Alexandre Valentian

After an MSc and a PhD in microelectronics, Alexandre 
Valentian joined CEA LETI in 2005. His past research 
activities included design technology co-optimization, 
promoting the FDSOI technology (notably through his 
participation in the SOI Academy), 2.5D/3D integration 
technologies and non-volatile memory technology. He is 
currently pursuing the development of bio-inspired 
circuits for AI, combining memory technology, information 
encoding and dedicated learning methods. Since 2020, he 
heads the Systems-on-Chip and Advanced Technologies 
(LSTA) laboratory. Dr Valentian has authored or co-
authored 80 conference and journal papers.



HOW TO DESIGN A POWER FRUGAL HARDWARE FOR AI –
THE BIO-INSPIRATION PATH

Alexandre VALENTIAN
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SOLVING THE ENERGY CHALLENGE: COST OF MOVING DATA

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021

x800 more!

Bill Dally, “To ExaScale and Beyond”, 2010



TRENDS IN EDGE COMPUTING

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021

Increased computing efficiency

Weight quantization

Reduced bit accuracy
• Smaller memory footprint
• Lighter operations

Variable bit precision

Handling higher bit accuracy when 
needed

• For higher inference precision

Sparsity

Skip MAC operations
• When weight or intermediate result is 0

Increased storage efficiency

Near memory computing

Avoid external memory accesses

Weights
• Embedded Non-Volatile Memory

Intermediate results
• SRAM or Embedded DRAM

In-Memory computing

SRAM or Embedded NVM

Digital or analog



Von Neumann architecture

ACTIVATIONS – IN-MEMORY COMPUTING

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021

Matrix Multiplication

Clock Cycle Energy

Matrix Size Scalar vs. 
CSRAM

Scalar vs. 
CSRAM

8x8 8-bit integer
(512 bits)

x256 X9

High data transfer

In-Memory Computing (IMC) architecture

Low data transfer



RRAM technology compatible with advanced logic

• Scalable to sub-20nm

Multilevel cell *

• From 1 bit to 4 bit and beyond

Roadmap for increasing embedded cell density

• From 40F² down to 4F² thanks to new selector 
technology

Examples with technology available today

• ResNet50 (74 MB of weights)  15 mm² of memory

• YoloV3 (101MB of weights)  20 mm² of memory

WEIGHTS – NON-VOLATILE MEMORIES

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021

28nm RRAM integration

Selector and RRAM integration
[IEDM 2019]

* [T. Wu, ISSCC 2019]



TRENDS IN AI COMPUTING
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Back-propagation algorithm 
• Necessitates to keep all intermediate results 

(activations)

• With a batch size of more than one
• To not cycle too much the non-volatile memories

This requires a tremendous amount of activation 
memory
• Example – YoloV3

• A batch of 20 images requires 800MB of memory

CHALLENGE OF ONLINE LEARNING

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021

Feedforward

Back-propagation



Advantages
• Increasing computing & memory capacity

Trends

• « Denser Integration » : tight memory  logic computing paradigm
• « Chipletization » : Generic computing templates, Heterogeneous technologies

Roadmap

TECHNOLOGY SOLUTION – 3D INTEGRATION

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021

20 µm 5 µm

Hybrid Bonding
WoW, pitch 1.44 µm
[A. Jourdan, IEDM 2018]

Hybrid Bonding
CoW, pitch 3-5 µm
Including K-G-D
[A. Jouve, 3DIC 2019]

TSV & µ-bumps, pitch 20 µm
[P. Coudrain, ECTC 2019]
[P. Vivet, ISSCC 2020]

1 µm



Memory-Centric architecture
• No more global buffers

• No more power-hungry caches
• Fully distributed memory and control

• Energy efficient use of memory using 3D technology

Edge AI architecture, using

• Generic PE engines
• Vertically and horizontally connected computing 

clusters

• In-Memory Computing tiles (IMC)
• Dense NVM for storage

• DRAM for online learning

DISTRIBUTED MEMORY-CENTRIC EDGE AI COMPUTING 
ARCHITECTURE

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021



ENERGY EFFICIENCY IS FAR FROM BIOLOGICAL SYSTEMS
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BRAIN-INSPIRED SOLUTIONS MIGHT BE THE KEY

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021

• Massively parallel
• 1011 neurons and 1015 synapses

• High density storage, close to 
neurons

Human brain

• Doing processing using memory 
elements

• Computational storage

• Analog computation
• Neuron soma = synaptic current 

integrator

• Analog neuron

• Digital communication
• Spikes = unary events, very robust to 

noise

• Spike coding

Brain inspired



• Spike coding

• RRAM synapses
• Weighted input thanks to Ohm’s law

• Analog neurons
• Inputs summation thanks to Kirchhoff's law

PROOF-OF-CONCEPT CIRCUIT

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021

Pixel
brightness

Spiking frequency

t

fMIN

fMAX

Rate-based 
input coding

Frequency coding of pixel intensity

Simplified schematic view



• Fully-connected neural network topology
• 10 output neurons: 1 neuron / class
• Each neuron is connected to the entire image: 144 synapses

NEURAL NETWORK TOPOLOGY

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021
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• Bio-inspired unsupervised learning rules
• Such as the Spike Timing Dependent Plasticity one

• Give poorer results than the Gradient Descent algorithm

• Decision was made to do offline learning
• In the classical coding domain

• And then to transcode into spikes

LEARNING STRATEGY

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021



LEARNING FRAMEWORK – N2D2

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021

Modeling Learning Test
Data 

conditioning

N2D2

Optimization

Learning 
and Test

DB

Usual functions in Deep 
Learning Platform

Optimization criteria
• Accuracy
• Memory need Transcoding

Code 
generation

Neuromorphic 
simulator

Hardware target
• Spiking Neural Network

Classical coding Spike coding



MATHEMATICAL EQUIVALENCE
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• “Classical” neural network model
• Multiply-Accumulate (MAC)
• Non-linear operation (TANH)

• “Spiking”, rate-based equivalent model
• Integrate & Fire (IF) neuron model
• Two thresholds, positive and negative
• Refractory period



LEARNED NEURONS RECEPTIVE FIELDS
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• Excitatory synapses are represented in green
• The greener, the higher

• Inhibitory synapses are represented in red
• The more red, the higher



SYNAPSE IMPLEMENTATION

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021

• RRAMs are used in binary mode (LRS and HRS states)

• Four RRAMs encode a positive weight and four others a negative weight
• Nine synaptic weights are thus available : -4, -3, -2, -1 ,0, 1, 2, 3, 4

HRS HRS HRS HRSHRS HRS LRS LRS

Excitatory side Inhibitory side



SYNAPTIC MATRIX
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• Synapses are arranged in a matrix, 
for sharing
• Word Line
• Source Line 
• and Bit Line drivers



NEURON DESIGN

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021

• Goal: ensure mathematical equivalence to TANH model
• Two thresholds (positive and negative)
• Peculiar Reset of the membrane voltage

Neuron schematic, with reset paths for ensuring 
model equivalence

Voltage levels in membrane



• BULK 130nm base wafers
• RRAM Post-process between M4 and M5

FABRICATION DETAILS

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021

Cross-section Chip micrograph



MEASUREMENT RESULTS

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021

• Classification accuracy = 84%
• Compared to 88% in simulation

• Energy
• 180pJ / synaptic event

• 3,6pJ at RRAM + neuron level
• 136 spikes, on average, to classify an image

• 24,5nJ / image
• Energy gain 5X

• Compared to classical coding

Accuracy / Activity tradeoff



• This spiking SNN is used in a live demo

• High energy efficiency: 24,5nJ / digit classification
• Less than 1 spike / synaptic connection

DEMONSTRATION

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021

Surface tablet Microzed – ZYNQ X7CZ020 SPIRIT

Ethernet 
interface

Image

SPI 
interface

Result

Input spikes

Output spikes

A. Valentian, et. Al., “Fully Integrated Spiking Neural Network with Analog Neurons and RRAM Synapses,” IEEE International
Electron Devices Meeting (IEDM), San Francisco, CA, USA, December 2019



IMPROVEMENT BY MOVING TO 28NM FDSOI
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• Area of RRAM matrix 
• Divided by 36X

• Area of neurons
• Divided by 17X

• Energy per event
• Divided by 10X

130nm Bulk 28nm FDSOI

Area / 36x



RRAM TECHNOLOGICAL PATH FOR IMPROVEMENT
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• Multiple level cells
• Enable to increase synapse density by 4X

• Synapse implementation
• One Single Level Cell (SLC) for the Sign
• One MLC for the weight value

Multiple valued synapse



Comparison to the state-of-the-art
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Science
2014 
[4]

Micro 
2018 
[5]

VLSI 
2018 
[6]

VLSI 
2018 
[6]

This 
work

This work
scaled

This work
scaled + 
multivalued

Technology 28nm 14nm 40nm 180nm 130nm 28nm 28nm

Coding Spike Spike Formal Formal Spike Spike Spike

Weight 
storage SRAM SRAM RRAM RRAM RRAM RRAM RRAM

Synapses 256M 130M 4M 2M 13.5K 13.5K -

Synapses/mm² 195K 2000K 1480K 160K 16K 575K 2300K

Power 63mW - 9.9mW 15.8m
W 1.5mW - -

Energy/syn.
event 27pJ 105pJ N/A N/A 180pJ 17,1pJ -



• Variability issue needs to be tackled
• Cost 2% of classification accuracy

• On a shallow analog network
• Would be way to high for a deep network

• Two solutions arise
• Online retraining, for coping with variability

• Not an “industrial” solution: would be too time consuming, thus expensive

• Digital implementation
• Enables consistency with cycle-accurate simulation

PATH TOWARDS DEEPER NETWORKS

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021



• Need to perform 
• Detection
• Classification
• Segmentation

• Points mostly towards Convolution network
• UNet network

• Convolution + Deconvolution

• Conv layers represent the majority of the computation 
workload

• Focus of this implementation

REQUIREMENTS DEFINITION

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021

UNet topology



• Key parameters of interest
• Technology: 28nm FDSOI + RRAM
• Area: 3mm²
• 8 Convolutional SNN cores
• 131k neurons, 73k weights, 75M synapses

• Total computing power
• 25.6 GOPS (synaptic operations per second)
• 128 Processing Engines @ 200 MHz

• Energy efficiency
• 1pJ per synaptic event

IMPLEMENTED CIRCUIT

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021

Multicore architecture for spiking 
convolution operations



Trends in Edge AI applications
• Inference first

• Then lifelong local learning

Main challenge is to reduce data movement

This can be solved thanks to a combination of architecture and technology
• Combination of In-Memory Computing

• Non-volatile memory for synaptic weights
• 3D technology for heterogeneous integration

Brain-inspired solutions might just be the Key for high energy efficiency solutions

CONCLUSION

How to design a power frugal hardware for ai - The bio-inspiration path | TinyML Talks | 23/09/2021
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