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Distributed infrastructure for TinyML apps
Decoupling intelligence

HOTG is building the distributed infrastructure to pave the way 
for AI enabled edge applications

Develop at warp speed Device orchestrationAutomate deployments



















Submissions accepted until August 20th, 2021
Winners announced on September 1, 2021 ($6k value)

Sponsorships available: sponsorships@tinyML.org
https://www.hackster.io/contests/tinyml-vision

collaboration with

Focus on: 
(i) developing new use cases/apps for tinyML vision; and (ii) promoting tinyML tech & companies in the developer community

Open now



Successful tinyML EMEA 2021

• Videos are available on www.youtube.com/tinyML

• 4 days of tinyML excitement 
– 2 tutorials

– 5 keynotes

– 15 tinyTalks

– 7 lightning talks 

– 3 panel discussions & networking

– 16 papers in the Student Forum

– 4 partner sessions

– 16 sponsoring companies

• 58 speakers, 1687 registered attendees! 250 videos with 121k views 
as of July 10, 2021

http://www.youtube.com/tinyML


Next tinyML Talks

Date Presenter Topic / Title

Tuesday,
August 3

Vikram Shrivastava, 
Sr. Director, IoT Marketing, 
Knowles Corporate 

Dedicated Audio Processors at the Edge are 

the Future of AI

Webcast start time is 8 am Pacific time

Please contact talks@tinyml.org if you are interested in presenting

mailto:talks@tinyml.org


Reminders

youtube.com/tinyml

Slides & Videos will be posted tomorrow

tinyml.org/forums

Please use the Q&A window for your questions



Danilo Pau
One year before graduating from the Polytechnic University of 

Milan in 1992, Danilo PAU joined STMicroelectronics, where he 
worked on HDMAC and MPEG2 video memory reduction, video 
coding, embedded graphics, and computer vision. Today, his work 
focuses on developing solutions for deep learning tools and 
applications. Since 2019 Danilo has been an IEEE Fellow. Currently 
serves as a member of IEEE Region 8 Action for Industry and 
Member of the Machine Learning, Deep Learning and AI in the CE 
(MDA) Technical Stream Committee IEEE Consumer Electronics 
Society (CESoc). With over 80 patents, 104 publications, 113 
MPEG authored documents and 39 invited talks/seminars at 
various worldwide Universities and Conferences, Danilo's favorite 
activity remains mentoring undergraduate students, MSc 
engineers and PhD students from various universities.
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Python 

Developers

7M (2018) Java 

Developers

8M (Q3 2020)
AI 

Developers

22,000 to 

300,000

C/C++/C# 

Developers

11.6M (2018)

Source https://www.daxx.com/blog/development-trends/number-software-developers-world

*https://www.stateofai2019.com/chapter-6-the-war-for-talent/#:~:text=Estimates%20of%20the%20number%20of,AI%20originated%20in%20academia.

https://www.daxx.com/blog/development-trends/number-software-developers-world


How to productively 

deploy pre trained Neural 

Networks on off-the shelf 

micro controllers and 

sensors ?

TensorFlow Model

32-bit float numbers

TensorFlow Model

(.pb file)

Frozen Graph

(.pb file)

TensorFlow Lite

(.tflite file)

8-bit int

INT8 Quantization aware training

TensorFlow Lite converter

Post training INT8   quantization

Train

Export

Convert

or

Keras Model

32-bit float numbers

Keras Model

(.h5 file)

Train

32-bit float numbers

Check-points

Keras to TensorFlow Lite converter

qKeras

Keras Model

(.h5 file)
Mixed bit-depth

Quantization Qmn aware training

Including by layer deep quantization

32-bit float

Most adopted AI development flow

FP32/INT8 INTx



Conditions for Deep Learning on MCUs

4

NN complexityFLOPS
MCUFLOPS/s

<
samples in a window

fsensor sampling rate/s

RAMMCU > ActivationsNetwork

R0MMCU > WeightsNetwork

1)

2)

3)

"Embedded Real-Time Fall Detection with Deep Learning on Wearable Devices," 2018 21st Euromicro

Conference on Digital System Design (DSD), Prague, 2018, pp. 405-412, doi: 10.1109/DSD.2018.00075.

1

2

3

0 Accuracyneural networks > Accuracy traditional machine learning
𝑜𝑟 ℎ𝑎𝑛𝑑−𝑐𝑟𝑎𝑓𝑡𝑒𝑑 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚



Making AI Accessible on STM32

High Perf

MCUs

Ultra-low Power

MCUs

Wireless

MCUs

Mainstream

MCUs

STM32F0

106 CoreMark

48 MHz

STM32G0

142 CoreMark

64 MHz

STM32F1

177 CoreMark

72 MHz

STM32F3

245 CoreMark

72 MHz

STM32F2

398 CoreMark

120 MHz

STM32F4

608 CoreMark

180 MHz

STM32L0

75 CoreMark

32 MHz

STM32L5

424 CoreMark

110 MHz

STM32L1

93 CoreMark

32 MHz

STM32L4

273 CoreMark

80 MHz

STM32WL

161 CoreMark

48 MHz

STM32L4+

409 CoreMark

120 MHz

STM32G4

550 CoreMark

170 MHz

STM32MP1

4158 CoreMark

800 MHz Cortex -A7

209 MHz Cortex -M4

MPU

Arm® Cortex® core -M0 -M3 -M33 -M4 -M7 dual -A7& -M4-M0+

STM32F7

1082 CoreMark

216 MHz

STM32H7

3224 CoreMark

240 MHz Cortex -M4

480 MHz Cortex -M7

STM32WB

216 CoreMark

64 MHz

Compatible with Deep Learning

STM32Cube.AI ecosystem

Compatible with Machine Learning 

Partner ecosystems

Leader in Arm® Cortex®-M 32-bit General Purpose MCU

More than 40,000 customers         Over 4 Billion STM32 shipped since 2007 5

STM32U5

651 CoreMark

160 MHz



and on SPC58 - Chorus Family
6

64/100/144 PIN QFP64/100 PIN QFP 100/144/176 QFP 80MHz 120MHz 2x 180MHz 3x 180MHz

SPC58NG80
4MFlash / 768KRAM

SPC58NG84
6MFlash / 768KRAM

SPC58NG84
• 3x z4 core @180MHz

• 256Kdata flash

• COM:  8 / 18 / 2 / 1 / 10

• HSM (Evita Medium)

• ASIL-D

• QFP144 / 176 / BGA292

COM: CAN / LIN / ETH / FR / SPI

1
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M
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1
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M
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7
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8
K

5
1
2
K

SPC582B50
512KFlash / 64KRAM

SPC582B54
768KFlash / 80KRAM

SPC582B60
1MFlash / 96KRAM

SPC582B60
• z2 core @80Mhz

• 64Kdata flash

• COM: 7 / 6 / 0 / 0 / 4

• ASIL-B

• QFN48 / QFP64 / 100

SPC584B64
1.5MFlash / 160KRAM

SPC584B60
1MFlash / 128KRAM

SPC584B70
2MFlash / 192KRAM

SPC584B70
• z4 core @120Mhz

• 64Kdata flash

• COM: 8 / 14 / 1 / 0 / 7

• HSM (Evita Medium)

• ASIL-B

• QFP64 / 100 / 144 / 176

SPC58EC80
• 2x z4 core @180Mhz

• 128Kdata flash

• COM: 8 / 16 / 1 / 1 / 8

• HSM (Evita Medium)

• ASIL-B

• QFP64 / 100 / 144 / 176

• BGA292

SPC58EC80
4MFlash / 512KRAM

SPC58EC74
3MFlash / 416KRAM

SPC58EC70
2MFlash / 320KRAM

Available

Planned

In Design

Qualified

Proposal

3x 200MHz

SPC58NH84
6MFlash /928KRAM

SPC58NH90
8MFlash / 1.12MRAM

SPC58NH92
• 3x z4 core @200MHz

• 256Kdata flash

• COM:  16 / 24 / 2 / 1 / 10

• Gigabit Ethernet

• TurboMII for IPC

• eMMC / HyperFlash

• HSM (Evita Full)

• ASIL-D

• QFP144 / 176

• BGA302 / 386

SPC58NH92
10MFlash / 1.37MRAM
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Python 

Developers

7M (2018) Java 

Developers

8M (Q3 2020)
AI 

Developers

22,000 to 

300,000

C/C++/C# 

Developers

11.6M (2018)

Source https://www.daxx.com/blog/development-trends/number-software-developers-world

*https://www.stateofai2019.com/chapter-6-the-war-for-talent/#:~:text=Estimates%20of%20the%20number%20of,AI%20originated%20in%20academia.

How to bridge the AI and embedded communities?

https://www.daxx.com/blog/development-trends/number-software-developers-world
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How to design and deploy resource constrained AI productively ?

The message from the embedded developer's community?



2

1

4

Key steps for Supervised Deep Learning

Neural Network (NN) Model Creation Operating Mode

Clean, label data

Build NN topology

Convert NN into 

optimized code for MCU

5

Deploy application

on the field

Conceive &

Train NN Model

3
9



Interoperability met across levels !

10

Sensors and OS Agnostic

AI Hub

Multiple Neural 

Networks

Choose your IDE

Compiler and Debugger 

Framework Independent

Deep 

Learning 

SW Solution

Interoperability

Pre-trained Neural Network models

Deep Learning framework dependent

GoogleEverybody else



STM32Cube.AI

4

Convert NN into 

optimized code for 

execution



X-CUBE-AI package
a STM32CubeMX additional sw

Importer
C-code 

generator

(optimizer)

Validation

engine

Device/Board

selector UI

IDE project

generator

AI UI

configuration

Clock/IP UI

configuration

X-CUBE-AI pack

(additional software)

console UI

logger

STM32 data 

base

.a

.c 

.h
generate

.a

.prj

complete IDE

project

X-CUBE-AI core

.c 

.h

.tpl

optional add-ons apps

• aiSystemPerformance

• aiValidation

AI

filter

STM32Cube™ MCU 

packages

x-cube-ai app

template
.c 

.h

STM32CubeMX

stm32ai (CLI)

12



X-CUBE-AI user flow
Load ANN and filter 

MCUs

Select MCU and 

create .ioc project

ANN model 

characterization
Run Analyze

Run Validation 

on x86

Run Validation on 

MCU

Either 1-click or via IDE

Select and Run 

System 

Performance

via IDE

Generate 

Application 

Template

Integrate 

application 

specific code
Run Field Tests

13
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Some advanced features

15

= to express developer creativity, create differentiation, your IPs

Available since X-CUBE-AI v6

ONNX-ML = mix neural and machine learning layers

Available since X-CUBE-AI v7

AutoML/NAS

Trained model

Translate the 
trained model

Translated model

Constrained AutoML/NAS

Verify deployabiliy the 
translated modelAutomated deployable design

Through X-CUBE-AI CLI 

https://www.google.it/imgres?imgurl=https%3A%2F%2Fimages-na.ssl-images-amazon.com%2Fimages%2FI%2F41CxgBL85WL._SX342_.jpg&imgrefurl=https%3A%2F%2Fwww.amazon.it%2FSTM32-ST-nucleo-f303re-nucleo-sviluppo%2Fdp%2FB01N6EKDEF&docid=yQL4-obcm_8t2M&tbnid=zIlCgS1elrw06M%3A&vet=10ahUKEwiXlOW91J7mAhWi3eAKHSrUAiMQMwjUASgKMAo..i&w=342&h=321&bih=1007&biw=1858&q=microcontroller%20st&ved=0ahUKEwiXlOW91J7mAhWi3eAKHSrUAiMQMwjUASgKMAo&iact=mrc&uact=8


Saline bottle image classification
480MHz

2MB FLASH

1MB RAM

MACC PARAMS ROM

KB

RAM

KB

TIME/INFERENC

E

ms

ACCURACY

1 Baseline FP32 20,863,600 1,247,267 4.76 MB 140 NA 95.3%

2 Baseline FP32 

compression=4

20,863,085 1,247,267 1.38 MB 140 212.46 same as 1

3 Baseline INT8 20,776,316 1,247,267 1.19 MB 40.94 69.6 same as 1

4 Reduced FP32 6,707,837 67,891 265.2 48.25 75.29 96%

5 Reduced INT8 6,669,699 67,891 67.11 17.53 35.9 same as 4

6 Tiny1 FP32 451,045 11,547 45.11 17.75 6.51 93.2%

7 Tiny1 INT8 451,051 11,547 11.64 8.45 2.43 same as 6

8 Tiny1DW FP32 253,384 9,419 35.67 18.12 3.84 90.84%

9 Tiny1DW INT8 246,772 9,131 9.46 9.65 1.55 -0.43 vs 8

10 Tiny2 FP32 396,625 7,671 29.96 17.75 6 92.1%

11 Tiny2 INT8 387,687 7,671 7.75 8.37 2.3 +0.43 vs 10

12 Tiny3 Sep FP32 342,749 4,910 19.5 35 6.7 93.5%

13 Tiny3 Sep INT8 342,755 4,910 5.5 9.64 2.63 -0.44 vs 12

14 Tiny4 Sep FP32 43,672 1,126 4.57 12.2 1.4 84.55%

15 Tiny4 Sep INT8 39,023 1,126 1.46 3.16 0.821 same as 14

16

Dataset of sodium chloride sterile liquid in bottles for 

intravenous administration and fill level monitoring 

Journal: Data in Brief 

Danilo Pietro Pau; Luca Simonetta; Bipin Kumar; Prashant 

Namekar; Gauri Dhande, Dec 2020



• Attach a MUCLEO-STM32 to the laptop:

• STM32 MCU runs the model generated with X-CUBE-AI «validation on target» app

• Image Sensor is attached to PC (webcam), python script reads sensor data and sends 

to the NUCLEO-STM32, which process and send back results to GUI

• Communication through a serial port emulated on USB

• Data information is encoded on PC with the STM32 binary protocol and decoded on 

MCU

Affordable POC for early IoT practitioners

PC

Serial

MCU

NN

Serial

17X-CUBE-AI built-in application



Affordable POC for early IoT STM32H7 practitioners

18



Affordable POC for early IoT STM32F3 practitioners

19



(Tiny) Function Packs

Simple, fast, optimized



STM32 Embedded Software Packages

21

Part Number Manufacturer Description

X-LINUX-AI ST
STM32 MPU OpenSTLinux Expansion Pack for AI computer vision 

application

FP-AI-SENSING1 ST
STM32Cube function pack for ultra-low power IoT node with artificial 

intelligence (AI) application based on audio and motion sensing

FP-AI-VISION1 ST

STM32Cube function pack for high performance STM32 with artificial 

intelligence (AI) application for Computer Vision

FP-AI-NANOEDG1 ST Artificial Intelligence (AI) condition monitoring function pack for STM32Cube

FP-AI-FACEREC ST Artificial Intelligence (AI) face recognition function pack for STM32Cube

FP-AI-CTXAWARE1 ST
STM32Cube function pack for ultra-low power context awareness with 

distributed artificial intelligence (AI)

https://www.st.com/content/st_com/en/ecosystems/stm32-ann.html

https://www.st.com/content/st_com/en/products/embedded-software/mcu-mpu-embedded-software/stm32-embedded-software/stm32-mpu-openstlinux-expansion-packages/x-linux-ai.html
https://www.st.com/content/st_com/en/products/embedded-software/mcus-embedded-software/stm32-embedded-software/stm32-ode-function-pack-sw/fp-ai-sensing1.html
https://www.st.com/content/st_com/en/products/embedded-software/mcus-embedded-software/stm32-embedded-software/stm32-ode-function-pack-sw/fp-ai-vision1.html
https://www.st.com/en/embedded-software/fp-ai-nanoedg1.html
https://www.st.com/content/st_com/en/products/embedded-software/mcu-mpu-embedded-software/stm32-embedded-software/stm32cube-expansion-packages/fp-ai-facerec.html
https://www.st.com/content/st_com/en/products/embedded-software/mcu-mpu-embedded-software/stm32-embedded-software/stm32-ode-function-pack-sw/fp-ai-ctxaware1.html


Context awareness:
https://www.youtube.com/watch?v=I_XqYFci5PE

FP-AI-CXTAWARE1: the best power system saving solution

Sensor

Human 

Activity 

Recognition

MCU

Audio

Scene 

Classification

Data collection

Decision Trees generation 

and upload in sensor

22

https://www.youtube.com/watch?v=I_XqYFci5PE


Step 1 : (PC Side)
Creation of an ANOMALY DETECTION 
Machine Learning library

PC 
(Win/Linux)

In just a few steps, create a machine learning library*, custom to your 
project, and based on a small amount of data captured using your sensor.

Each library learns the engine on which it is placed and then analyses it by 
comparing the learning done locally with the new signals that are coming.

Step 2 : (MCU Side)
Use of an ANOMALY DETECTION 

Machine Learning library

*A NanoEdge AI Machine Learning Library is a self learning 
engine, that will train a ML model, inside the Microcontroller 
and based on locally acquired data/signal.

ML library
Model A

Learn

Infer

Model B

Learn

Infer

Model C

Learn

Infer



24



SPC5 Studio.AI



AI beyond autonomous-driving

26

In-Cabin Behaviour Monitoring

• Emergency conditions: Drowsiness, 

Illness, “Backseat Child”

• Adaptive Comfort settings & driving mode 

(Sport / Eco)

• Driver identification and monitoring

Electrification

• Battery Management: State of Health and Charge

• Hybrid: Efficient Propulsion Mix

• Transmission: Improved Torque Control

Predictive Maintenance

• Early Detection of anomalies

• Dynamic recalibration to improve 

robustness

Sensor Augmentation

• NOx emission prediction

• Virtual sensors (Vehicle Attitude)

• Sensor degradation compensation

Vehicle Security

• Hacking, Malicious Attacks

• Physical Vehicle Tampering

Multiple scenarios



Core AI library

Trained Neural Network

Application

Generated AI C-library

SPC5-STUDIO SPC58 BSP

SPC58 (Z4 core)

27

• OpenSource IDE based on ECLIPSE 

• Full MISRA 2012 compliant register level 

access (RLA) low level drivers

• MISRA 2012 checking for customer code

• Visual MCU’s pins configuration, run 

modes and full clock tree configuration 

with automatic constraints checking

• FreeRTOS support

• Software examples for discovery kits and 

premium evaluation boards covering most 

used peripherals

• Compilers: GCC, GHS (green hills 

software), HighTec EDV-System

• Artificial Intelligence plug-in; 

generated software easily portable 

across different boards

1) Intrusion detection

2) Battery charge prediction

3) Battery lifetime prediction

4) Audio de-noising



Battery Management with Long Short-Term Memory (LSTM)
Example Neural Net provided with SPC5 Studio.AI

28

Actual Performance on Chorus family of automotive MCUs

Measured with SPC5 Studio.AI rel. 2.0.0, 32b-floating-point

Device
Flash used

(kB)

RAM used

(kB)

Inference time 

(ms) 

SPC584B
1 (of 1) z4 core @120MHz

149.05 6.66 6.3791

SPC58EC
1 (of 2) z4 @180MHz

152.35 6.79 4.3906

SPC58EG
1 (of 3) z4 @180MHz

154.46 6.91 4.398

SPC58NH
1 (of 3) z4 @200MHz

153.98 6.85 3.7923

Dataset http://ti.arc.nasa.gov/project/ prognostic-datarepository.
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Testing results:

• Mean Absolute Error (MAE): 4.34% < 5%*

• Mean Squared Error (MSE): 0.004

• Root Mean Squared Error (RMSE): 0.063

* EVs acceptable SoH error range Dataset http://ti.arc.nasa.gov/project/ prognostic-datarepository.
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Design ML   



© STMicroelectronics - All rights reserved.

ST logo is a trademark or a registered trademark of STMicroelectronics International NV or its affiliates in the EU and/or other countries. 

For additional information about ST trademarks, please refer to www.st.com/trademarks. 

All other product or service names are the property of their respective owners.

Thank you

danilo.pau@st.com

Q&A

http://www.st.com/trademarks


Copyright Notice

This presentation in this publication was presented as a tinyML® Talks webcast. The content reflects the 
opinion of the author(s) and their respective companies. The inclusion of presentations in this 
publication does not constitute an endorsement by tinyML Foundation or the sponsors.

There is no copyright protection claimed by this publication. However, each presentation is the work of 
the authors and their respective companies and may contain copyrighted material. As such, it is strongly 
encouraged that any use reflect proper acknowledgement to the appropriate source. Any questions 
regarding the use of any materials presented should be directed to the author(s) or their companies.

tinyML is a registered trademark of the tinyML Foundation.
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