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LIVE ONLINE November 2-5, 2021
(9-11:30 am China Standard time)

https://www.tinyml.org/event/asia-2021/

Free event courtesy of our sponsors and strategic partners 

Register today!

Technical Program Committee

ASIA

More sponsorships are available: sponsorships@tinyML.org

https://www.tinyml.org/event/asia-2021/
mailto:sponsorships@tinyML.org


Submissions accepted until September 17th, 2021
Winners announced on October 5th, 2021 ($6k value)

Sponsorships available: sponsorships@tinyML.org
https://www.hackster.io/contests/tinyml-vision

collaboration with

Focus on: 
(i) developing new use cases/apps for tinyML vision; and (ii) promoting tinyML tech & companies in the developer community

Closed



Next tinyML Talks

Date Presenter Topic / Title

Tuesday,
October 12

David Schwarz,
User Success Engineer,
Edge Impulse

AutoML + TinyML with Edge Impulse's EON 

Tuner

Webcast start time is 8 am Pacific time

Please contact talks@tinyml.org if you are interested in presenting

mailto:talks@tinyml.org


Reminders

youtube.com/tinyml

Slides & Videos will be posted tomorrow

tinyml.org/forums

Please use the Q&A window for your questions



Ravishankar Sivalingam

Ravishankar Sivalingam obtained his M.S. in Computer 

Science, M.S. in Electrical Engineering, and Ph.D. in Electrical 

Engineering from the University of Minnesota, Twin Cities, 

specializing in sparse modeling for computer vision. He was a 

founding member of the Computational Intelligence team at 

3M Corporate R&D, Minnesota, where he applied machine 

learning and computer vision to applications in the diverse 

businesses operated by 3M, ranging from biometrics to dental 

& orthodontic products. He also worked at June Life, a startup 

bringing computer vision technology to the smart kitchen of the 

future. Currently, Ravi develops ML algorithms for ultra-low 

power computer vision at Qualcomm AI Research, in Santa 

Clara, CA.



Ravishankar Sivalingam, PhD

Sr. Staff Engineer/Mgr.

Qualcomm® Artificial Intelligence (AI) Research

Qualcomm Technologies, Inc.

10/07/2021

tinyML - Enabling Ultra-low Power 

Always-On Computer Vision with 

Qualcomm® QCC112

Qualcomm® QCC112 is a product of Qualcomm Technologies, Inc. and/or its subsidiaries.

Qualcomm Artificial Intelligence Research is an initiative of Qualcomm Technologies, Inc.

@qualcomm
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tinyML & “Why the Future of Machine Learning is Tiny*”

tinyML is broadly defined as 

• machine learning architectures, techniques, tools and approaches 

• capable of performing on-device analytics 

• for a variety of sensing modalities (vision, audio, motion, environmental, 

human health monitoring etc.) 

• at “mW” (or below) power range 

• targeting predominately battery operated devices (IoT, bioelectronics, …) 

* https://petewarden.com/2018/06/11/why-the-future-of-machine-learning-is-tiny/- Pete Warden

ABI Research: 

TinyML market – est. 1B 

tinyML devices shipped in 

2024, installed based of 5.4B 

tinyML devices in 2026.

https://petewarden.com/2018/06/11/why-the-future-of-machine-learning-is-tiny/
https://petewarden.com/2018/06/11/why-the-future-of-machine-learning-is-tiny/-


tinyML is growing fast 
2019 Summit 

(March 2019) 

2020 Summit
(Feb 2020)

2021 Summit
(March 2021)

Attendees 160 400+ 5000+

Companies 90 172 300+

LinkedIn 
members

0 798 2258

Meetups
members

0 1140 6511

YouTube
subscribers

0 0 5120

2018 2019 2020

Also started in Asia: tinyML WeChat and BiliBili

2021

tinyML Foundation
tinyML.org

300+ videos on 

youtube.com/tinyML

https://www.tinyml.org/
http://www.youtube.com/tinyML


Meetups

meetup.com/pro/tinyML
29





NEW: tinyML Success Stories Series 

• Inspiration and educational series

• 1 hour on-line LIVE and interactive interviews with tinyML “movers and shakers” 

• Recent M&A stories, VC views, new products, breakthrough research in the academia 

• Starting in October 2021

• Hosted by renowned Kurt Keutzer (UC-Berkeley) and Chris Rowen (CISCO)



NEW: tinyML Panel Sessions

• tinyML for Conservation Panel – scheduled for Oct 19th

Moderator: Dan Situnayake, Edge Impulse

Panelists:

• tinyML Vision Challenge Winners’ Panel – late October/early November

Stephanie O’Donnell

WILDLABS

Sam Kelly

Conservation X Labs

Cirra Maina

DeKUT



• Venue: Hyatt (near SFO), Burlingame, Silicon 

Valley, CA

• Dates:  March 28-30, 2022

• + Exhibition

• + 2nd tinyML Research Symposium

• Targeting 500 attendees (to ensure highest 

quality and networking value)   

• Premier Sponsor: Edge Impulse

• Sponsorships@tinyML.org
Chair:
Adam Fuks
NXP

Vice-Chair:
Luca Benini
ETH-Zurich &
Univ. of Bologna

mailto:Sponsorship@tinyML.org


16

tinyML @ Qualcomm
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Always-On UI and Contextual Awareness

Always-On technologies continues to deliver significant value across the whole ecosystem (> 1B units/year)

Always-On Touch Always-On Voice Always-On Motion
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Human Insight is Dominated by Vision

83% of our external world perception is through vision

Yet, Always-On vision technologies have been extremely challenging 

Source: Hatwell, Y. (1994). Traitéde 
psychologie expérimentale. Paris, P.U.F.)
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• Conventional approaches are very power hungry:

• Processor and algorithms

• Image sensor

10’s mW

I/O, mW
100’s mW
(use case and processor specific)

Machine Vision Today
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• Vast majority of power is 

consumed by algorithms running 

in the processor  

• Typically 100’s of mW

Example: Gesture Algorithm Partitioning 
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Virtual reality

• Low power gaze tracking (foveated rendering)

• Low power visual odometry for 6 DoF

Smartphone 

• Face-based auto-wake and auto-sleep

• Always-on trigger for other use cases

• Always-on trigger for iris authentication (removes 

multiple steps and user initiation)

Tablets

• Simple gaze tracking for advertising attribution

• Improved landscape/portrait screen orientation

Smart watch

• Face-based auto-wake and auto-sleep

• Always-on gestures

‘Intelligent’ occupancy trigger

• Distinguish humans from other objects

• Add data layer to trigger: How many? Where?

• Trigger on particular events or objects

‘Intelligent’ interactivity trigger

• Face detection as a trigger for interactivity

• Smart appliance can react when a user 

approaches to engage it

Standalone intelligent data sensor

• Heat maps of how a space is occupied

• Privacy advantages – data only, no images 

captured

Vision will enhance many use cases across numerous verticals
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• Highly integrated & 

holistically optimized System

• Ultra-low power designs

• Always-On vision defined 

and targeted as < 1 mA, 

active & end-to-end

Qualcomm Innovation
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Key Features

• Ultra-low power, < 1 mA (end-to-end, w/ sensor included)

• Small size

• Low cost

• Privacy (output is metadata)

• Configurable for different use cases

• QVGA sensor

• N-IR compatible
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Qualcomm® QCC112 

• Commercially available

• Supports many uses at ~1mW, including chip, sensor, and power management

• Features:

◦ Ultra-low-power MCU

◦ Streaming Array Processor (SuP)

• Programmable

• Can be power collapsed 

• Data bursted with DMA into TCM

◦ Embedded PMU

◦ Vision Accelerator

◦ Custom memory

• 2X lower dynamic power and 3X lower retention power vs. standard memory cell

Qualcomm® QCC112 is a product of Qualcomm Technologies, Inc. and/or its subsidiaries.
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What needs to be done for Always-on Computer Vision 

Our Approach Traditional Approach

Image itself is secondary to information Image quality paramount

Monochrome works in most cases. ≤ 8-bit sufficient Color & wide bit-depth preferred

Focus can be good enough in most cases Focus, autofocus, Bokeh important

Adequate pixel count for applicable distance Higher pixel count

System power optimized including sensor Sensor & algorithm/model often split

Images shot in challenging lighting Camera & subject posed for best image

Inference is heavily weighted Balance between training & inference time

Algorithms redesigned with memory & power in mind Built upon available technologies

Metrics may be event-based Typical metric is frame-based
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Our System Approach for Always-on Computer Vision

• Favor algorithms with adaptive compute

◦ Only perform computer vision when image/area has changed

◦ Run light weight algorithms first

◦ Favor algorithms/models with content adaptive capabilities

◦ Stop when there is enough information: 

many applications only need to know the presence of ≥1 object vs. count all objects

• Simplify

◦ Often easier to run models at different scales than resizing images

◦ Optimize brightness to favor detection
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Our System Approach for Always-on Computer Vision

• Optimize the entire system end-to-end 

◦ Use low power sensor

◦ Optimize IO

◦ Move algorithms to HW when possible

◦ Keep memory close to compute engine
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Various Use-Cases with Face and Human Detection

Multiple orientation

Full body 3/4 body

Change Detection

Half body
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Video: Phone/Tablet Use Cases 
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Video: Connected Camera Use Cases
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Detect Markers, Logos, Toys, and Many More…

Retail Analytics

(1) Shelf Status

(2) Customer Engagement 
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Dynamic Gesture Detection

Lightweight Gesture Detection

Static Gesture Detection

SCISSORS
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Gesture Recognition – Rock / Paper / Scissors
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Successful detection in challenging light scenarios

• Detection scenario at distance and 

low light is challenging

• Model and algorithm must be 

resilient to these scenarios

• Sensor also sensitive to 850 nm IR
Face at low light (0.1 lux)

Full Body 20 ft 3 lux Full Body in direct sunlight

Face detection low light indoor at 768us

Full body at 60 ft
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• Tuned exposure control

• Tailored detection models for low light

• Boosted system clock

• Single-digit mW power (1-10 mW)

Face Detection @ 10 lux + 4 ms exposure

Battery-powered 

AOCVS demo

Turbo Mode: 100 FPS Face Detection
End-to-end system optimization allows for enhanced performance at low power
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tinyML for AR/VR Applications

Also watch: tinyML Talk by Hans Reyserhove (Facebook Reality Labs)

Embedded Computer Vision Hardware through the Eyes of AR/VR

https://www.youtube.com/watch?v=c4g2zwFR3ps

Qualcomm® Snapdragon is a product of Qualcomm Technologies, Inc. and/or its subsidiaries.

https://www.youtube.com/watch?v=c4g2zwFR3ps
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Building Robust Lightweight Pupil Detection Models

Accurate pupil detection enables downstream AR/VR applications
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Detections in Visible/Low/IR Lighting

Ambient indoor lighting (~150lux)

Visible Light

Raw image taken by sensor 
at 10 ms exposure time

Pupil detections on raw 
images

Contrast-stretched
(for visualization)

Low Light

Infra Red Light

~1 ms exposure time
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How fast can we go?

FPS Exposure Time (ms) Detection Time (ms)

60 < 1 6.5

87 < 1 2.7

• IR illumination allowing extremely small exposure time while maintaining image quality

• Image processed at qqVGA res (160x120 pixels)

• Promising results with frame rates hitting as high as 100 FPS! 

• Extremely small model size @ 40 kB

▪ Results at 40MHz clock – can clock higher for higher FPS requirements

▪ Images not transmitted, only metadata – ROI can be transmitted for downstream processing
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Eye tracking demo on computer screen

User looking at fixed points on screen

Actual vs estimated gaze points on screen

x  Ground truth gaze point

x  Estimated gaze point

Screen gaze estimation from regression over pupil detection output

Running on commercial silicon Qualcomm® QCC112

Demonstrated detection at up to 60–100 fps on the hardware
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Training Tool: AOCVS (Always-on Computer Vision System) Portal
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• Browser-based application front-end

• Backend accessible via command line

• Installation supported on Windows & Linux (Docker)

• Install on remote/cloud machine and launch/monitor jobs from any 

browser

• Compatible with most modern browsers

• Experiment tracking aids reproducibility

• Synthetic data augmentation enables training with only a few positive 

images

• Can train models with images from any source, data augmentation 

matches sensor image quality

Training Tool: AOCVS (Always-on Computer Vision System) Portal
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Visualization of Results
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Visualization of Key Performance Metric and Compute Tradeoffs
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Next Generation Ultra-Low Power AI Engine

• Highly efficient neural network inference targeted at vision use cases

• Mobile-friendly backbone models such as MobileNets

• Eye gaze tracking with ~ 70 KB CNN model

• Competitive accuracy: < 5° gaze estimation error

• For power/performance reference: face recognition model (0.91 MB) 

runs at 25 fps at 5 mW power (250 MHz, 7nm)



Follow us on:

For more information, visit us at:

www.qualcomm.com & www.qualcomm.com/blog

Thank you

Nothing in these materials is an offer to sell any of the 

components or devices referenced herein.

©2018-2021 Qualcomm Technologies, Inc. and/or its 

affiliated companies. All Rights Reserved.

Qualcomm is a trademark or registered trademark of 

Qualcomm Incorporated. Other products and brand names 

may be trademarks or registered trademarks of their 

respective owners.

References in this presentation to “Qualcomm” may mean Qualcomm 

Incorporated, Qualcomm Technologies, Inc., and/or other subsidiaries 

or business units within the Qualcomm corporate structure, as 

applicable. Qualcomm Incorporated includes our licensing business, 

QTL, and the vast majority of our patent portfolio. Qualcomm 

Technologies, Inc., a subsidiary of Qualcomm Incorporated, operates, 

along with its subsidiaries, substantially all of our engineering, 

research and development functions, and substantially all of our 

products and services businesses, including our QCT semiconductor 

business.



Copyright Notice

This multimedia file is copyright © 2021 by tinyML Foundation. 
All rights reserved. It may not be duplicated or distributed in any 
form without prior written approval.

tinyML® is a registered trademark of the tinyML Foundation.

www.tinyml.org



Copyright Notice

This presentation in this publication was presented as a tinyML® Talks webcast. The content reflects the 
opinion of the author(s) and their respective companies. The inclusion of presentations in this 
publication does not constitute an endorsement by tinyML Foundation or the sponsors.

There is no copyright protection claimed by this publication. However, each presentation is the work of 
the authors and their respective companies and may contain copyrighted material. As such, it is strongly 
encouraged that any use reflect proper acknowledgement to the appropriate source. Any questions 
regarding the use of any materials presented should be directed to the author(s) or their companies.

tinyML is a registered trademark of the tinyML Foundation.

www.tinyML.org


