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Tobias Peikenkamp

Tobias Peikenkamp studied computer science at 
the Carl von Ossietzky University Oldenburg with 
the focus on autonomous systems, machine 
learning and Artificial Intelligence. After 
completing the Master of Science in 2019, he 
started working at the AI department of Hahn-
Schickard where his work involved analysis of 
sensor data and the application of decision tree 
ensembling techniques.
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Analysis of ECG Data by Energy Efficient Decision 

Trees on a Reconfigurable ASIC



Institute of Micro Assembly Technology

Stuttgart (ISO 9001:2015)

Institute of Micro and Information Technology

Villingen-Schwenningen (ISO 9001:2015)

Institute of Microanalysis Systems 

Freiburg (ISO 13485:2015)

Institute of Microanalysis Systems

Ulm

Hahn-Schickard-Gesellschaft 

für angewandte Forschung e.V.

39 M€ revenue (2020)

▪ 9.5 M€ - contracts with industry

▪ 6.9 M€ - institutional funding BW

256 employees (2020)

Member of the 

Innovation Alliance 

Baden-Württemberg
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Artificial Intelligence (AI)

Focus 

▪ Embedded AI

▪ AI and privacy

Projects 

▪ Industrial Robot Interaction with AI 

(FMER)

▪ Self learning AI radio location system

▪ Skin cancer diagnosis

▪ AI Hardware accelerator

▪ AI-Trainer
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Our offer for small and medium-sized enterprises (SMEs):

▪ On-site visits to develop suitable fields of application for AI

▪ AI trainings

▪ AI events

▪ AI development projects for your application

Are you a German SME and interested in AI?
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Free AI offers for German SMEs

Software Solutions / Artificial Intelligence – Dr. Daniel Gaida



Are you a German SME and interested in AI?
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For small and medium-sized enterprises (SMEs) in the Schwarzwald-Baar-Heuberg district:

▪ AI Working Groups & Expert Tables

▪ AI Information Series

▪ AI Co-Working Spaces & Prototyping Trainings

▪ AI Consulting 

Dates:

▪ 08.07.21 KI for Predictive Maintenance

Software Solutions / Artificial Intelligence – Dr. Daniel Gaida



Are you a SME from Baden-Württemberg and 

interested in TinyML?

Software Solutions / Artificial Intelligence – Dr. Daniel Gaida 27

Within the scope of QuickChecks, we analyse whether and how your application-related problem 

can be supported by the use of Edge AI.

We help you to outline the solution path, analyse your current status and help you select the 

resources and accompany you during the first technical implementation.

Apply now for a free QuickCheck -> quickcheck@ims-chips.de

mailto:quickcheck@ims-chips.de


Pilote Innovation Initiative “KI-Sprung”

Contest held by FMER

▪ Classification on atrial fibrillation
➢ Energy efficiency
➢ Accuracy
➢ “Innovativeness”

▪ 500 data sets
➢ 2 minutes of ECG data
➢ 512 Hz
➢ Clean data

➢ Low noise / disturbance
➢ Distinct classes

▪ Participation in 22nm category

▪ End December 2020

▪ Win awarded in March 2021

Concept Decision Tree Ensemble
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Metrics & Results
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Contest criteria

▪ Min. Recall 90%

▪ Max. Fallout 20%

▪ Minimum energy for classification

▪ Achieved results

➢ Recall 92.7%

➢ Fallout 14,7%

➢ 42 nJ per 2 minute ECG-dataset

Ground Truth

sick healthy

Prediction Sick True Positive (TP) False Positive 

(FP)

Healthy False Negative 

(FN)

True Negative 

(TN)

Prediction

Sinus Rhythm

Prediction Atrial

Fibrillation

Sinus Rhyth 1209 209

Atrial Fibrillation 103 1315

Focus on recognition of sick patients
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GEnERIC

▪ Concept Decision Tree

▪ Classical machine learning

▪ Processing features, not raw data

▪ Multi stage procedure 

▪ Offers potential for optimization

▪ Software-Hardware implementation feedback 

▪ Enables utilization of problem specific expertise

▪ Classification is understandable
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Feature analysis
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Wavelet transformation

▪ Achieved required accuracy

▪ Very costly

▪ Huge featureset (100~ Features)

▪ Big ensembles necessary (300 Trees)

Feature calculation on raw data

▪ Features in time and frequency domain

▪ Could not achieve required accuracy

➢ Some kind of (cheap) preprocessing

necessary

32



Feature definition

33

https://www.aclsmedicaltraining.com/basics-of-ecg/
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Waveform characterisitics

▪ Existence of P-wave

▪ Width of QRS-complex

▪ Flickering

▪ No promising initial results

Features defined solely based on RR-

intervals

33



Peak Detection
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Triangle Template Matching

▪ Highpass filter

▪ Template matching

▪ Lowpass filter

▪ Moving average

➢ Moving average and lowpass

filtered data define search window

Nguyen, Tam, et al. "Low resource complexity R-peak detection based on triangle template 

matching and moving average filter." Sensors 19.18 (2019): 3997.



Optimization

Two overarching goals

▪ Reaching specified precision targets

▪ Minimizing energy cost of hardware

Bounded optimization problem

▪ Define cost function for hardware energy

➢ Minimize cost function bounded by precision targets

Windowing

▪ Sequential classification on data windows

containing 16 RR-intervals

▪ Enables termination on recognized

fibrillation event

35Tobias Peikenkamp - 07.07.2021 - tinyML

16 RR Intervals 16 RR Intervals 16 RR Intervals
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Optimization

Energy cost estimations

▪ FPGA simulation (Vivado)

➢ Feature calculation

➢ Decision tree ensemble

Optimization function

▪ Minimize energy costs

▪ Assign high cost to solutions not 

fullfilling recognition requirements
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Cost function

Assign high cost to „bad“ solutions

▪ Recall <= 90%

▪ Fallout >= 20%

Assign no cost to good solutions

▪ Recall > 90%

▪ Fallout < 20%
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Optimization

Usage of hyperopt library

▪ https://github.com/hyperopt/hyperopt

▪ Allows definition of arbitrary cost functions

▪ Min(Cost + Energy)
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https://github.com/hyperopt/hyperopt


Optimization results

Sparse solutions found

▪ 70~ Parameters

➢ Complex parameterspace

▪ Parameters of peak detection have huge

impact

▪ Small amount of iterations

Used solutions as base for further

improvements

▪ Verification of parameter selection

➢ Features

➢ Decision tree ensemble

▪ Improvement of peak detection
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Feature Selection

Tobias Peikenkamp - 07.07.2021 - tinyML

Derivation of several features based

on RR-intervals

▪ Analysis of different features

▪ Set 7 features selected

➢ Features based RR-intervals and difference

of successive RR-intervals

Merkmal Beschreibung

Min-Max Difference Max(Intervallvektor) - Min(Intervallvektor)

Entropie Entropy of difference of successive intervals

50 nn_d #(Difference of intervals > 50 ms)

25 nn_d #(Difference of intervals > 25 ms)

100 nn_d #(Difference of intervals > 100 ms) 

Adapt_nn_d #(Difference of intervals > 12.5% * Mean(Difference of Intervals))

Entropie_d Entropy of intervals
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Merkmale

Wichtigkeit Energie-
Feature Importance

Energy-

Importance

Energy

Effiyiency
[nJ / 

Feature]

50 NN_d 1,00 1,00 2,75 0,04

25 NN_d 0,91 1,00 2,5 0,04

100 NN_d 0,91 1,00 2,50 0,04

Adaptive NN_d 0,91 1,00 2,5 0,08

Median 0,25 1,00 0,68 0,06

Variance 0,29 0,79 0,8 4,62

MinMaxDiff 0,10 0,98 0,27 0,50

Fano Factor_d 0,09 0,89 0,25 2,42

Entropy_d 0,51 0,45 1,40 11,82

Fano Factor 0,07 0,88 0,2 2,53

Heartrate 0,02 0,79 0,05 4,51

Entropy 0,33 0,46 0,9 11,71

Variance_d 0,02 0,76 0,05 5,13

Skew 0,24 0,08 0,65 19,72

Kurtosis_d 0,11 0,09 0,30 19,67

Kurtosis 0,05 0,09 0,15 19,59

Skew_d 0,02 0,00 0,05 21,52
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Classification
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Decision tree ensemble

▪ Multiple decision trees

▪ Sum of leafs defines classification result

▪ Gradient boosting algorithm

Parameters

▪ 20 Trees

▪ Depth of 3

▪ 10 Bins

41



Voting

Each tree has a binary vote (0,1)

▪ Each vote gets multiplied by some

tree weight

▪ Sum of all votes

▪ If votes surpass certain threshhold

➢ Atrial fibrillation

➢ Else: Sinus Rhythm

Average of absolute leaf values

determines tree weight

➢ Large leaf values have huge

impact on classification
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[1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1]

[10, 8, 7, 7, 5, 6, 6, 4, 5, 4, 4, 3, 4, 3, 3, 2, 3, 3, 5, 2]
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Classification in Hardware
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Evaluation of trees in HW

▪ Variable structure

▪ Complex interconnect

▪ Redundant comparisons

Rank instead of feature value

▪ Fewer comparisons

▪ Lower data width

43



Classification in Hardware
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Ensemble reordered based
on features instead of trees

Implementation

▪ CAM-LUT architecture

▪ Pre-calculation of partial results

▪ Compression rates of up to 400 %

▪ Fetch from memory

▪ Small logic

▪ Completely reconfigurable

Combiner

▪ Weighting of trees

▪ Threshold for termination criterion

44



Simulation results
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Testset

w/o 

termination

Testset

With

termination

Number of files 2836

Mean #windows

per file

7,8 6,3

Energy per

file [nJ]

42,0 32,5

Recall 92,5 92,7

Fallout 14,4 14,7

5,74

3,09

2,03

0,62

15,50

8,36

5,51

1,69

16 RR Intervalle

4,76

2,56

1,69

0,52

16 RR Intervalle

5,04

2,71

1,79

0,55

16 RR Intervalle
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Energy Breakdown
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Peak Detection (PD)

Feature Calculation (FC)
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Conclusion

Classical ML approach

▪ Efficiency instead of number crunching

▪ Understandable classification

HW/SW Co-Optimization

▪ SW model using HW cost estimation

▪ HW optimized for SW model

Innovative classifier

▪ Rank calculation

▪ CAM-LUT Architecture

Low energy solution

▪ max. 42,0nJ / 2 minute dataset

▪ typ. 32,5nJ / dataset
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Thanks for your attention!
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This multimedia file is copyright © 2021 by tinyML Foundation. 
All rights reserved. It may not be duplicated or distributed in any 
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tinyML® is a registered trademark of the tinyML Foundation.
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Copyright Notice

This presentation in this publication was presented as a tinyML® Talks webcast. The content reflects the 
opinion of the author(s) and their respective companies. The inclusion of presentations in this 
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There is no copyright protection claimed by this publication. However, each presentation is the work of 
the authors and their respective companies and may contain copyrighted material. As such, it is strongly 
encouraged that any use reflect proper acknowledgement to the appropriate source. Any questions 
regarding the use of any materials presented should be directed to the author(s) or their companies.

tinyML is a registered trademark of the tinyML Foundation.

www.tinyML.org


