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Convolutional Neural Networks (CNNs)

- Object Detection
- Object Classification
- Semantic Segmentation
- Autonomous Driving
- Machine Vision
Motivation

Due to high computational and power consumption requirements of CNNs, FPGA-based HW Accelerators are gaining interest

Table 1. State of GPU vs FPGA-based CNN Implementations

<table>
<thead>
<tr>
<th></th>
<th>[7]</th>
<th>[23]</th>
<th>[2]</th>
<th>[42]</th>
<th>[24]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Device</strong></td>
<td>TitanX</td>
<td>TitanX</td>
<td>ZCU102</td>
<td>Arria 10</td>
<td>Arria 10</td>
</tr>
<tr>
<td><strong>Network Arch.</strong></td>
<td>AlexNet</td>
<td>VGG16</td>
<td>VGG16</td>
<td>AlexNet</td>
<td>VGG16</td>
</tr>
<tr>
<td><strong>Precision</strong></td>
<td>float32</td>
<td>float32</td>
<td>fixed16</td>
<td>float16</td>
<td>fixed16</td>
</tr>
<tr>
<td><strong>Throughput (GOPS/s)</strong></td>
<td>6,937</td>
<td>5,600</td>
<td>2,941</td>
<td>1,382</td>
<td>1,790</td>
</tr>
<tr>
<td><strong>Frame rate (fps)</strong></td>
<td>5,120</td>
<td>182.5</td>
<td>95.8</td>
<td>1,020</td>
<td>58.3</td>
</tr>
<tr>
<td><strong>Power (W)</strong></td>
<td>227</td>
<td>134</td>
<td>23.6</td>
<td>45</td>
<td>37.5</td>
</tr>
<tr>
<td><strong>Power Efficiency (GOPS/s/W)</strong></td>
<td>30.56</td>
<td>41.80</td>
<td>124.60</td>
<td>30.71</td>
<td>47.78</td>
</tr>
</tbody>
</table>

\(^a\)NVIDIA Jetson TX2 Pascal GPU implementation.
\(^b\)Lightweight, custom implementation.
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Convolutional Neural Networks (CNNs)

• Conv. layers utilize over 90% of the total computational budget of a typical CNN [1] and are used for feature extraction in images.

• Winograd Minimal Filtering [2] based Fast Convolution algorithms [3] can be used to reduce the arithmetic complexity of conv. layers of CNNs.

• Fast Conv. algorithms alter the algebraic framework of conv layers, reducing the no. of multiplications at the cost of an increase in arithmetic operations due to added transform stages.


Spatial Convolution

- Spatial Convolution is multiplication and addition (MulAdd) of corresponding elements of a learned kernel and an input feature map using

\[ Y_{i,k,x,y} = \sum_{c=1}^{C} \sum_{v=1}^{r} \sum_{u=1}^{r} D_{i,c,x+u,y+v} G_{k,c,u,v} \]

To compute \( F(m \times m, r \times r = 4 \times 4, 3 \times 3) \) in spatial conv, we need \( r^2 \times m^2 = 144 \) multiplications.
Fast Convolution

- Fast conv. algorithms work on the principle of **algorithmic strength reduction** whereby complex operations (multiplications) are replaced by cheaper operations (additions).

\[ Y = A^T [(B^T dB) \odot (GgG^T)] A \]
Convolutional Neural Networks (CNNs)

To compute $F(m \times m, r \times r = 4 \times 4, 3 \times 3)$ in fast conv., we need $(m+r-1)^2 = 36$ multiplications. Saving $4\times$ in multiplication complexity!
Convolutional Neural Networks (CNNs)

• Data Transform Stage $[B^T dB]$
  \[B^T = \begin{pmatrix}
  4 & 0 & -5 & 0 & 1 & 0 \\
  0 & -4 & -4 & 1 & 1 & 0 \\
  0 & -4 & -4 & -1 & 1 & 0 \\
  0 & -2 & -1 & 2 & 1 & 0 \\
  0 & 2 & -1 & -2 & 1 & 0 \\
  0 & 4 & 0 & -5 & 0 & 1 \\
\end{pmatrix}\]

• Filter Transform Stage: $[G g G^T]$  
  \[G = \begin{pmatrix}
  1/4 & 0 & 0 \\
  -1/6 & -1/6 & -1/6 \\
  -1/6 & 1/6 & -1/6 \\
  1/24 & 1/12 & 1/6 \\
  1/24 & -1/12 & 1/6 \\
  0 & 0 & 1 \\
\end{pmatrix}\]
Convolutional Neural Networks (CNNs)

• Inverse Transform Stage $[A^T MA]$
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Design Space Exploration: Filter Size Optimization

- Multiplication complexity of fast conv decreases quadratically with output tile size, $m$
- Transform complexity due to the added transform stages sees a quadratic increase with output tile size, $m$
Design Space Exploration: Filter Size Optimization

• Tradeoff between Decreased Multiplication Complexity and Increased Arithmetic Complexity.

![Graph showing the tradeoff between decreased multiplication complexity and increased arithmetic complexity for different filtering algorithms.](image)
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• Low-precision training and inference in conventional CNNs has been widely studied
  • But quantization in fast conv. algorithms affect the classification accuracy differently due to the added transform stages
• Since the kernel weights are centered around zero with a low standard deviation, only one bit for integer portion and all remaining bits for the fractional portion would achieve maximum precision of the network based on fixed-point data types (Q1. ψ).

ψ = 15 costs only 0.27%, 0.29%, and 0.41% loss in classification accuracy for VGG16, AlexNet, and Shufflenet, respectively, compared to a float32 implementation.
Design Space Exploration: Feature Map Quantization

- Feature map inputs depend on the input image or outputs of previous layer and have high absolute values.
- We found that if the number of bits assigned to the integer portion is enough to hold the integer without overflowing, there is minimal loss in accuracy. Hence fixed-point data types (12.\(\phi\)) would suffice with \(\phi \geq 0\).

Q12.0 gives only 0.024%, 0.017%, and 0.118% drop in accuracy for VGG16, AlexNet, and Shufflenet, respectively, compared to float32.

For contrast, a float32 data type uses 2.67\(\times\) more bits than Q12.0 \(\rightarrow\) more proportional resources in hardware.
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Base Design for a Convolution Engine (CE)

- Data Transform Stage (3-Stage Pipeline)
- Filter Transform Stage (3-Stage Pipeline)
- Element-wise Multiplication (EWM) Stage (implemented using DSP Blocks)
- Inverse Transform Stage (2-Stage Pipeline)
How to Optimize Memory Reuse?

We used Roofline Model to Compute the Theoretical Limits on Memory and Compute Intensities.

Roofline model for VGG16 depicting compute and bandwidth ceilings for both fast-conv-based and spatial-conv based CNNs.
Data Reuse to reduce External Memory Access

• Kernel Map Reuse
  • Every loaded kernel tile is fully reused until the current channel of the full batch of feature maps is convolved with the kernel tile

• Feature Map Overlap Reuse
Final FFConv Architecture
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Qualitative Comparison

Table 2. Qualitative Feature Comparison of FPGA-based Fast-conv Implementations

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$m, r$</td>
<td>4,3</td>
<td>4,3</td>
<td>2,3</td>
<td>4,3$^a$</td>
<td>4,3</td>
</tr>
<tr>
<td>Quantization</td>
<td>No</td>
<td>Limited</td>
<td>No</td>
<td>Limited</td>
<td>Yes</td>
</tr>
<tr>
<td>Multipliers Per DSP</td>
<td>0.25</td>
<td>1</td>
<td>0.25</td>
<td>2$^b$</td>
<td>1</td>
</tr>
<tr>
<td>Accuracy Measurement</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Stage Level Optimizations</td>
<td>No</td>
<td>Limited</td>
<td>No</td>
<td>Limited</td>
<td>Yes</td>
</tr>
</tbody>
</table>

$^a$1D fast-conv, $F(m, r)$.

$^b$DSP blocks in most Intel FPGAs allow such a configuration.


Quantitative Comparison (VGG16-D)

Table 3. Performance Comparison for VGG16-D

<table>
<thead>
<tr>
<th></th>
<th>[8]</th>
<th>[4]</th>
<th>[5]</th>
<th>FFC_{conv}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of DSPs</td>
<td>780</td>
<td>2736</td>
<td>2520</td>
<td>2304</td>
</tr>
<tr>
<td>Number of LUTs</td>
<td>182.62K</td>
<td>107.84K</td>
<td>600K</td>
<td>337.3K</td>
</tr>
<tr>
<td>Data precision (bits)</td>
<td>16</td>
<td>32</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Frequency (MHz)</td>
<td>150</td>
<td>200</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>Inference Time (ms)</td>
<td>163.4</td>
<td>28.05</td>
<td>10.08</td>
<td>8.47</td>
</tr>
<tr>
<td>Throughput (GOPS/s)</td>
<td>187.8</td>
<td>1094.3</td>
<td>3044.7</td>
<td>3623.9</td>
</tr>
<tr>
<td>DSP efficiency (GOPS/DSP)</td>
<td>0.241</td>
<td>0.400</td>
<td>1.208</td>
<td>1.573</td>
</tr>
<tr>
<td>Slice LUT efficiency (GOPS/s/1000LUTs)</td>
<td>1.03</td>
<td>10.15</td>
<td>5.08</td>
<td>10.74</td>
</tr>
<tr>
<td>Power (W)</td>
<td>9.63</td>
<td>36.32</td>
<td>23.60</td>
<td>26.91</td>
</tr>
<tr>
<td>Power efficiency (GOPS/s/W)</td>
<td>19.50</td>
<td>30.13</td>
<td>124.60</td>
<td>134.67</td>
</tr>
</tbody>
</table>

Quantitative Comparison (AlexNet)

Table 4. Performance Comparison for AlexNet

<table>
<thead>
<tr>
<th></th>
<th>[9]</th>
<th>[5]</th>
<th>[7]</th>
<th>FFConv</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m, r$</td>
<td>-</td>
<td>4.3</td>
<td>4.3</td>
<td>4.3</td>
</tr>
<tr>
<td>Number of DSPs</td>
<td>2,240</td>
<td>2,520</td>
<td>1,476</td>
<td>2,304</td>
</tr>
<tr>
<td>Number of LUTs</td>
<td>303.56K</td>
<td>600K</td>
<td>153.75K</td>
<td>337.3K</td>
</tr>
<tr>
<td>Data precision (bits)</td>
<td>32</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Frequency (MHz)</td>
<td>100</td>
<td>200</td>
<td>303</td>
<td>200</td>
</tr>
<tr>
<td>Inference Time (ms)</td>
<td>8.600</td>
<td>0.4757</td>
<td>0.3526</td>
<td>0.2029</td>
</tr>
<tr>
<td>Throughput (GOPS/s)</td>
<td>78.23</td>
<td>1,414.3</td>
<td>1,908.1</td>
<td>3,331.6</td>
</tr>
<tr>
<td>DSP efficiency (GOPS/s/DSP)</td>
<td>0.035</td>
<td>0.561</td>
<td>1.294</td>
<td>1.446</td>
</tr>
<tr>
<td>Slice LUT efficiency (GOPS/s/1000LUTs)</td>
<td>0.258</td>
<td>2.36</td>
<td>12.41</td>
<td>9.88</td>
</tr>
<tr>
<td>Power (W)</td>
<td>16.81</td>
<td>23.6</td>
<td>45.0</td>
<td>26.91</td>
</tr>
<tr>
<td>Power efficiency (GOPS/s/W)</td>
<td>4.654</td>
<td>59.93</td>
<td>42.40</td>
<td>123.81</td>
</tr>
</tbody>
</table>

$^a$ID Fast-conv, $F(m, r)$.

$^b$Two 18 × 18 multipliers per DSP.

Conclusions

- We designed and implemented FFConv, an FPGA-based conv. layer accelerator for CNNs
  - It uses Winograd Minimal Filtering based Fast Conv. Algorithms

- We performed extensive Design Space Exploration for
  - Finding optimized Winograd Filter size
  - Optimal fixed-point implementation

- We explored memory bandwidth-compute tradeoffs to mitigate the impact of memory bottlenecks in our design

- We optimized and constrained our design to the FPGA platform of our choice (Xilinx Virtex 7)

- Efficient data reuse schemes were utilized for both feature and kernel maps, resulting in high computation to communication (CTC) ratio

- We benchmarked our design using three popular CNN architectures, VGG16-D, AlexNet, and Shufflenet, achieving up to 42.59× the throughput, up to 41.31× DSP efficiency, and up to 26.6× power efficiency for different networks compared to the previous state-of-the-art designs.
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