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tinyML Summit 2022
Miniature dreams can come true…

March 28-30, 2022
Hyatt Regency San Francisco Airport

https://www.tinyml.org/event/summit-2022/

The Best Product of the Year and the Best Innovation of the Year awards are open for 
nominations between November 15 and February 28. 

tinyML Research Symposium 2022
March 28, 2022

https://www.tinyml.org/event/research-symposium-2022

More sponsorships are available: sponsorships@tinyML.org

https://www.tinyml.org/event/summit-2022/
https://www.tinyml.org/event/research-symposium-2022
mailto:sponsorships@tinyML.org


tinyML Trailblazers Series
Success Stories with Kurt Busch

LIVE ONLINE January 19th, 2021 at 9 am PST

Register now! 



Join Growing tinyML Communities:

bb

tinyML - Enabling ultra-low Power ML at the Edge
https://www.meetup.com/tinyML-Enabling-ultra-low-Power-ML-at-the-Edge/

The tinyML Community
https://www.linkedin.com/groups/13694488/

7.7k members in
42 Groups in 33 Countries

2.5k members 
&

4.3k followers

https://www.meetup.com/tinyML-Enabling-ultra-low-Power-ML-at-the-Edge/
https://www.linkedin.com/groups/13694488/


Subscribe to
tinyML YouTube Channel

for updates and notifications
(including this video)

www.youtube.com/tinyML

5.8k subscribers, 320+ videos with 166k views 

http://www.youtube.com/tinyML


Next tinyML Talks

Date Presenter Topic / Title

Tuesday,
February 1

Muhammad Shafique, 
New York University Abu Dhabi 
(NYUAD), UAE

Energy-Efficiency and Security for TinyML and 

EdgeAI: A Cross-Layer Approach

Webcast start time is 8:00 am Pacific time

Please contact talks@tinyml.org if you are interested in presenting

mailto:talks@tinyml.org


Reminders

youtube.com/tinyml

Slides & Videos will be posted tomorrow

tinyml.org/forums

Please use the Q&A window for your questions



Ashutosh Pandey

Ashutosh Pandey is currently a Lead 
Principal Systems Engineer at Infineon 
Technologies where he is responsible 
for Machine learning solutions, 
architecture, and tooling. He holds a 
PhD from the University of Utah and 
has over 40 papers and patents on 
speech/audio/machine learning systems 
and algorithms.



Agenda

› Understanding TinyML attributes, challenges & ambitions
– Motivation for the talk
– TinyML Architecture
– Modified Architecture

› Understanding role of data for tinyML
– TinyML approach
– Deep representation

› Understanding Quantization
– TinyML approach
– Modified approach

› Understanding Out-Of-Distribution
– Current Approaches
– Generalized approach 

› Putting it all together
› Conclusion
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Team

› Aidan Smyth

› Niall Lyons

› Kaiping Li

› Charley Chu

› Sree Harsh Angara

› Vijay Deep Bhatt

› Avik Santra

› Ashutosh Pandey
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What is tinyML?
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Low 
Power

Efficient 
Implementation

Low Latency

Privacy

Low 
Memory

TinyML



TinyML Constraints and journey towards TinyAI

› Limited parallel processing

› Limited precision

› Private

› Non-ensemble learning

› Limited Memory

› Low-latency

› Slow update cycle – every aspect 

counts for user experience

33Copyright © Infineon Technologies AG 2018. All rights reserved.

› Parallel, “unlimited” peak performance

› No special requirement

› Semi “private”

› Ensemble learning

› Post analysis through monitoring

› Buffer processing acceptable

› Fast updates – start sub-optimal and improve 

on-the-go

Tiny ML Cloud AI

› Achieving CloudAI performance with TinyML constraints would add great user experience, reliable, 

scale to multiple applications

User experience



Successful prevalent tinyML Solution Architecture
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Well-curated 

data

Training and 

Tuning
Quantize Deploy

Training 

data

Validation data

Test data

Quantization Training data

Quantization calibration data
Field data

Well-curated data leads small NN 

models

Offline “quantization calibration” 

provides efficient implementation

QAT



Successful prevalent tinyML Solution Architecture - challenges
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Well-curated 

data

Training and 

Tuning
QAT Quantize Deploy

Training 

data

Validation data

Test data

Quantization Training data

Quantization calibration data
Field data

Large dataset needed with 

balanced statistics at each stage 

– time-consuming

Abrupt changes due to numerical 

precision if out-of-distribution is 

observed – security/privacy 

application may limit “available data”

No monitor/feedback mechanism 

is susceptible to “unsafe” 

behavior



Proposed tinyML Solution Architecture
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Curated data
Training and 

Tuning NAT
Quantize Deploy

Training 

data

Validation data

Test data

Quantization calibration data
Field data

Deep representation using similar 

data/problem can provide robust 

and small solution 

Numerically-Assisted Training (NAT) 

along with self monitoring quantization 

provides numerical stability

Out-Of-Distribution Detection can 

prevent against unavoidable, 

unpredictable field operating conditions

Deep 

Representation

Out-Of-Distribution 

Detection

Fail-safe/

monitor/

adapt

1

2

3



Understanding role of data in deep learning Systems
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Meta 
Learning

Performance boost

Deep 
representations

Training 
Data

Low power

Transfer 
Learning

Good 
labeling

Generalization

Augmentation

Data Statistics 

Complete

Compute efficient

Partial

Utilize Prior 
knowledge



TinyML approach
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Transfer Learning - Fine Tuning
In

p
u
t 
im

a
g
e

Feature extractor

Discriminator

› Fine tuning disabled
– Default
– Train discriminator and freeze 

feature extractor
– Reduces risk of overfit

In
p
u
t 
im

a
g
e

Feature extractor

Discriminator

› Fine tuning enabled
– Train all layers

– Small dataset -> Risk overfit

– Large dataset -> Improved accuracy

Copyright © Infineon Technologies AG 2018. All rights reserved.
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Transfer Learning - Fine Tuning & Model Optimization

› Removing convolutional blocks 

with fine-tuning of feature 

extractor disabled:
– significant performance 

degradation
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Convolution blocks removed

Mobilenet v2 Accuracy vs Blocks Removed
(fine-tuning disabled)
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Convolutional blocks removed

Mobilenet v2 Accuracy vs Blocks Removed
(fine-tuning enabled)

› Removing convolutional blocks 

with fine-tuning of feature extractor 

enabled:
– no performance degradation

– extensive model optimization

Transfer learning works 

but…
Compute efficient

Copyright © Infineon Technologies AG 2018. All rights reserved.



Deep Representation
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Deep representations - blueprint
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Neural 

network
Features

Posterior-

handling
Baseline

Neural 

network
Features

Posterior-

handling

Deep 

models

Problem 

data

Problem data

Similar data - large

› Deep models can utilize large datasets to provide “additional” performance or utilize small datasets to provide 

robustness

› Deep models should be able to generalize to everyday problems – denoising, statistical, classification etc

› Deep models are designed using tinyML principles and can be utilized across similar problems 

Deep Model



Deep Model Design - AutoEncoders

43Copyright © Infineon Technologies AG 2018. All rights reserved.

Denoising 
Autoencoder

Variational 
Autoencoder

Discriminative 
Autoencoder

Reconstruction 

Loss

Reconstruction 

Loss
K-L divergence

Reconstruction 

Loss
K-L divergence

Classification 

loss



Extending Deep Model methodology to TinyML Applications

› KeyWord Spotting (KWS) – large dataset

› Human Activity Recognition (HAR) – limited data

44Copyright © Infineon Technologies AG 2018. All rights reserved.2018-10-30   restricted

Neural 

network
Log-mel

Sequence 

modeling

Denoising/disc

riminative AE

Kalman 

Filtering

discriminative 

VAE



Performance – application of AutoEncoders to KWS
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› Deep representation approach provided additional performance

› Deep representations generalized well

Approach In-distribution Out-of-distribution

Baseline 96.3 89.4

Deep - Denoising 98.1 93.3

Deep - Variational 98.0 93.6

Deep – Variational + Discriminative 99.0 94.7



Performance - HAR
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Base classifier Deep Bayesian Framework

› Deep representation can be utilized with Bayesian framework to create a fundamental building block for tinyML systems



Quantization
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Concepts

Symmetric, 
uniform?

Clamp? Granularity Bits 

Optimization Data 
statistics 

Fine tuning

https://www.arxiv-vanity.com/papers/2103.13630/

https://arxiv.org/pdf/2103.13630.pdf

https://www.arxiv-vanity.com/papers/2103.13630/
https://arxiv.org/pdf/2103.13630.pdf


TinyML paradigm – well understood
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› 8-bit

› >8-bit

› >4-bit
› Asymmetric uniform 

quantization

› Per-layer

› 8-bit weights

› Batch normalization

› regression, RNNs

› discriminative

› Well separable

Quantize

Fine-tune

› Utilizing fine-tuning/calibration statistics alleviate quantization short-comings by pushing out 

quantization errors to NULL hyperspaces emanating from data statistics  

ActivationsSetup
Methodology



Static vs dynamic fixed-point
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weights i-1 activation i-1

activation i

m bits m bits 

n bits 

n ~ 2*m + headroom

weights i-1 activation i-1

activation i

m bits m bits 

n bits 

n ~ 2*m + headroom Statistics 

& scaling

dynamic

static

m bits 

Static 

scale m bits n bits 

static



Performance
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Studying Post Training Quantization with limited OOD calibration/test data 

(asymmetric, uniform, 8-bit weight, 8-bit activation, convolution based)

Task Params (k)
Top-1, Relative Accuracy (%)

Per-layer Dynamic (MAE) Per-channel – static (MAE)

HAR 20 100 (0.01) 92 (0.18)

KWS 90 95 (0.08) 91 (0.17)

Image detection – mobilenetv2 224 84 (0.12) 34 (0.64)

Face detection – minVGG2 74 100 (0.02) 95 (0.14)

› Poor quantized accuracy relative to floating-point is indicative of numerical issues – a successful 

quantized implementation should have graceful degradation

› Accuracy numbers may mask numerical issues that show up when distributions shift



Implementation cost

52Copyright © Infineon Technologies AG 2018. All rights reserved.

Extra resources for dynamic fixed-point compared to  

static quantization (NVM requirements are the same)

Task
% cycles increased using Scalar 

ISAs

% Additional memory 

(RW) required (kB)

HAR 8 % 12% (8 kB)

KWS 12 % 32% (21 kB)

image detection –

mobilenetv2

17 % 27%(40 kB)

Face detection – minVGG2 15 % 66%(72 kB)

› Dynamic fixed-point implementation requires incremental logic cost but memory increments can be significant 

compared to static quantization implementation 

› The increase in dynamic quantization implementation are within typical tinyML platform’s capability



Out of Distribution Detection
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Out of Distribution Detection - Motivation

› Measurement noise is invariably present in sensor data and does not vanish with 

infinite data

› NN models are susceptible to miss-classification under data variability arising due 

to 

› operating environment, 

› Interferences,

› sensor degradation, 

› activity transitions

› System should not only predict a class but also handle adverse, out of distribution 

activities more efficiently

› Decrease power consumption for Neural Network Inference



OOD detection approaches

Something is better than nothing

› Implicit OOD detection - Condition the model

– Model monitoring

– Model calibration with “limited” out-of-distribution 

– Ensemble

› Explicit OOD detection

– Open world training

– OOD detection using In-distribution training
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Explicit OOD Architecture

https://arxiv.org/abs/2002.11297

Classifier

In-distribution

Out-of-distribution

Decision
OOD 

detector

In-distribution

Monitor/adapt

Classifier
Decision

› Requires extensive out-of-distribution data

› Doesn’t account for sensor degradation etc

› Bias introduced for in-distribution estimation due 

to large out-of-distribution data

› Extra processing

› OODD can be designed through tinyML practices

› Shadow implementation builds redundancy into 

system and provides robustness

› Different transform domain pre-processing on 

raw samples can be utilized 

Transform
Features

Features

https://arxiv.org/abs/2002.11297
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Data Transformation

› Step 1: 
– መ𝑓 =

𝑓

||𝑓||

› Step 2:

– 𝐹 =

𝑓1,𝑥 𝑓1,𝑦 𝑓1,𝑧
⋮ ⋮ ⋮

𝑓𝑛,𝑥 𝑓𝑛,𝑦 𝑓𝑛,𝑧

= [𝐹𝑥, 𝐹𝑦, 𝐹𝑧]

› Step 3:

– Ω =

𝑤1,𝑥 𝑤1,𝑦 𝑤1,𝑧

⋮ ⋮ ⋮
𝑤𝑛,𝑥 𝑤𝑛,𝑦 𝑤𝑛,𝑧

= [Ω𝑥 , Ω𝑦, Ω𝑧]

› Step 4: 

– 𝑅 = 𝐹𝑥 . Ω𝑥
𝑇 𝜖 𝑅𝑛 𝑥 𝑛

– 𝐺 = 𝐹𝑦 . Ω𝑦
𝑇 𝜖 𝑅𝑛 𝑥 𝑛

– 𝐵 = 𝐹𝑧 . Ω𝑧
𝑇 𝜖 𝑅𝑛 𝑥 𝑛

› Step 5: 

– 𝐼 = 𝑅, 𝐺, 𝐵 ∈ 𝑅𝑛𝑥𝑛𝑥3



OOD detector performance 
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› In Distribution Data

– Jumping 

– Standing 

– Walking 

– Squatting

– Stairs

› Out Of Distribution 

– Sitting

– Kicking 

– Idle Class

Performance Metric Baseline OoD Proposed OoD

AUROC 0.87 0.96

TNR@TPR95 0.88 0.99



Putting all things together
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w/ & w/o 

Deep 

Features

Static/dynamic 

Q Classifier

OOD
2D 

transformations
Adapt

Decision

Top-1 Accuracy, deep features: floating-point, QAT

Before Adaptation After Adaptation

N/A Float Static, 16-bit Dynamic 16-bit

Static-Q, 8 bit Dynamic-Q, 8-bit Static-Q, 8 

bit

Dynamic-Q, 

8-bit

Static-Q, 8 bit Dynamic-Q, 8-bit

w/ Deep 99 99 95 98 NA 97

w/o Deep 86 86 80 85 NA 85

Inference Implementation

Adaptation implementation

› Dynamic scaling SW/HW assets would augment learning capability on the edge



Conclusion

› TinyML techniques have matured and established a good working development 

flow

› By tweaking current prevalent tinyML development flow, we can increase chances 

of success for tinyML solutions

› This would unlock the next phase of success for tinyML solutions and would help 

us move one step closer to true “edge” only solutions

› ModusToolboxTM ML supports tinyML friendly tooling to assess model quantization 

performance and support for dynamic fixed-point 
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Copyright Notice

This presentation in this publication was presented as a tinyML® Talks webcast. The content reflects the 
opinion of the author(s) and their respective companies. The inclusion of presentations in this 
publication does not constitute an endorsement by tinyML Foundation or the sponsors.

There is no copyright protection claimed by this publication. However, each presentation is the work of 
the authors and their respective companies and may contain copyrighted material. As such, it is strongly 
encouraged that any use reflect proper acknowledgement to the appropriate source. Any questions 
regarding the use of any materials presented should be directed to the author(s) or their companies.

tinyML is a registered trademark of the tinyML Foundation.

www.tinyML.org


