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Arm: The Software and Hardware Foundation for tinyML

high-level |

frameworks L l,
Profilingand | *— | ' Optimized models for embedded i
debugging Al Ecosystem
Supported by tooling such as ‘ * Partners
end-to-end tooling Arm Keil MDK | 3 Runtime .
| (e.g. TensorFlow Lite Micro)
3 Optimized low-level NN libraries
Connect to (i.e. CMSIS-NN)
Runtime ‘ l J ‘

RTOS such as Mbed 0OS

v v v v

Arm Cortex-M CPUs and microNPUs

Stay Connected

B @ArmSoftwareDevelopers
y‘ @ArmSoftwareDev

Resources: developer.arm.com/solutions/machine-learning-on-arm

arm
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Qualcomnm
Al research

Advancing Al
research to make
efficient Al ubiquitous

Power efficiency Personalization Efficient learning

Model design, Continuous learning, Robust learning
compression, quantization, contextual, always-on, through minimal data,
algorithms, efficient privacy-preserved, unsupervised learning,
hardware, software tool distributed learning on-device learning

A platform to scale Al
across the industry

Qualcomm Al Research is an initiative of Qualcomm Technologies, Inc.
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Perception
Object detection, speech
recognition, contextual fusion
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Edge cloud
Reasoning
Scene understanding, language
understanding, behavior prediction
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Action
Reinforcement learning C|Oud

for decision making
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SYNTIANT

End-to-End
Deep Learning
Solutions

i:[:l} Neural Decision Processors -
Silicon for

« At-Memory Compute

« Sustained High MAC Utilization

» Native Neural Network
Processing

TinyML & Edge Al

E Data Platform

(C% ML Training Pipeline

» Enables Production Quality
Deep Learning Deployments

» Reduces Data Collection
: Time and Cost
Software « Increases Model

- ' Performance

SYNTIANT partners@syntiant.com www.syntiant.com
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WE USE Al TO MAKE OTHER Al FASTER, SMALLER
AND MORE POWER EFFICIENT

Deeplite

c i-miT Automatically compress SOTA models like MobileNet to <200KB with
little to no drop in accuracy for inference on resource-limited MCUs

Q\ Reduce model optimization trial & error from weeks to days using
(®) Deeplite's design space exploration

|

Deploy more models to your device without sacrificing performance or
4 battery life with our easy-to-use software

BECOME BETA USER bit.ly/testdeeplite
o Tal v/ ' mobilityxiab 1M
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RealltyAI

Add Advanced Sensi

to your Product with
Edge Al / TinyML

https://reality.ai ) info@reality.ai W @SensorAl

ing

@ Reality Al

Pre-built Edge Al sensing modules,
plus tools to build your own

Reality Al solutions

Prebuilt sound recognition models for
indoor and outdoor use cases

Solution for industrial anomaly detection

Pre-built automotive solution that lets cars
“see with sound”

Reality Al Tools® software

Build prototypes, then turn them into
real products

Explain ML models and relate the function
to the physics

Optimize the hardware, including
sensor selection and placement




BROAD AND SCALABLE EDGE COMPUTING PORTFOLIO

Microcontrollers & Microprocessors

@ Arm® Cortex®-M 32-bit MCUs AW Ultra-low Energy 8 & 16-bit MCUs
RA Arm ecosystem, Advanced security, Intelligent loT RU78  gjuetooth® Low Energy, SubGHz, LoRa®-based Solutions
F‘-‘m\ Arm®-based High-end 32 & 64-bit MPUs an High Power Efficiently 32-bit MCUs
RZ High-resolution HMI, Industrial network & real-time control RX Motor control, Capacitive touch, Functional safety, GUI
AW Arm® Cortex®-M0+ Ultra-low Power 32-bit MCUs . .
Re | : h (SOTB), E A m 40nm/28nm process Automotive 32-bit MCUs
IOVRIVE IEoEeasIoe | 4 Eneny falweetiog RHB8SO0O  Rich functional safety and embedded security features

w Arm®-based 32-bit MCUs for Qualified Platform

Renesas Synergy Qualified software and tools

Core technologies

Al Digital & Analog & Power
A broad set of high-power and Solution

-efficient em oces
S el Sors Winning Combinations that combine our

complementary product portfolios

@ INNOVATION

Security & Safety

Comprehensive technology and support
that meet the industry’s stringent standards

Cloud Native

Cross-platforms working with partners
in different verticals and organizations

© 2021 Renesas Electronics Corporation. All rights reserved. Page 1 BIG IDEAS FOR EVERY SPACE W z E N E SAS
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maxim
iIntegrated.

Maxim Integrated: Enabling Edge Intelligence

Advanced Al Acceleration IC

-.."..—..',... r
R BT P17

Low Power Cortex M4 Micros

Sensors and Signal Conditioning

The new MAX78000 implements Al inferences at
low energy levels, enabling complex audio and
video inferencing to run on small batteries. Now
the edge can see and hear like never before.

Large (3MB flash + 1MB SRAM) and small (256KB
flash + 96KB SRAM, 1.6mm x 1.6mm) Cortex M4
microcontrollers enable algorithms and neural
networks to run at wearable power levels.

Health sensors measure PPG and ECG signals
critical to understanding vital signs. Signal chain
products enable measuring even the most
sensitive signals.

www.maximintegrated.com/MAX78000

www.maximintegrated.com/microcontrollers

www.maximintegrated.com/sensors

maxim

integrated.




S LatentAl

Adaptive Al for the Intelligent Edge
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The loT Hardware Enabler
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SensilML

Build Smart loT Sensor

Devices From Data
SensiML pioneered TinyML software

tools that auto generate Al code for the
intelligent edge.

* End-to-end Al workflow |
* Multi-user auto-labeling of time-series data |
* Code transparency and customization at each .—,———7_ _—

\t

step in the pipeline i — " |

e

We enable the creation of production-
grade smart sensor devices. sensiml.com
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SynSense

SynSense builds sensing and inference hardware for ultra-low-
power (sub-mW) embedded, mobile and edge devices. We design
systems for real-time always-on smart sensing, for audio, vision,
IMUs, bio-signals and more.

https://SynSense.ai
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tinyML Summit 2022

LA Miniature dreams can come true..

March 28-30, 2022
Hyatt Regency San Francisco Airport
https.//www.tinymlorg/event/summit-2022/

The Best Product of the Year and the Best Innovation of the Year awards are open for
nominations between November 15 and February 28.

tinyML Research Symposium 2022

March 28, 2022
https.//www.tinymlorg/event/research-symposium-2022

More sponsorships are available: sponsorships@tinyML.org



https://www.tinyml.org/event/summit-2022/
https://www.tinyml.org/event/research-symposium-2022
mailto:sponsorships@tinyML.org

tinyML Trailblazers Series

Success Stories with Joel Rubino
(CEO & Co-founder of Cartesiam)

LIVE ONLINE February 2nd, 2022 at 8 am PST

P

TRAILBLAZERS




Join Growing tinyML Communities:

8k members in
42 Groups in 33 Countries

tinyML - Enabling ultra-low Power ML at the Edge
https://www.meetup.com/tinyML-Enabling-ultra-low-Power-ML-at-the-Edge/

2.6k members
&
4.6k followers

OftsEn

The tinyML Community
https://www.linkedin.com/groups/13694488/



https://www.meetup.com/tinyML-Enabling-ultra-low-Power-ML-at-the-Edge/
https://www.linkedin.com/groups/13694488/
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Subscribe to
tinyML YouTube Channel

for updates and notifications
(including this video)
www.youtube.com/tinyML

4.33K subscribers

£ YouTube

gL tinyMmL 5.9k subscribers, 347 videos with 174k views
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Date | Presenter ____________|Topic/Title

Tuesday, Stefano Cadario, Get Ahead of the Curve: Develop Software in
February 8 Director Product Management, the Cloud for the Ethos-U55 and Cortex-M55
loT Group, Arm Processors

Webcast start time is 8:00 am Pacific time

Please contact talks@tinyml.org if you are interested in presenting



mailto:talks@tinyml.org

Y

Reminders

webcast

Slides & Videos will be posted tomorrow Please use the Q&A window for your questions

s

PDF
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Raise Hand

tinyml.org/forums youtube.com/tinyml
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Dr. Muhammad Shafique

M. Shafique is an Associate Professor in the Division of Engineering,
New York University (NYU) Abu Dhabi, UAE, and Global Network
Associate Professor in the Tandon School of Engineering, NYU-NY,
USA. He is also a CoPI / Investigator in multiple Centers, i.e., Center of
Al and Robotics, Center of Quantum Computing, Center of Cyber
Security, and Center for InTeractlng urban nEtworksS.

He received his Ph.D. in Computer Science from Karlsruhe Institute of
Technology (KIT), Germany in 2011. From Sep.2016 to Aug.2020, he
was a Full Professor of Computer Architecture and Robust Energy-
Efficient Technologies (CARE-Tech.) at the Institute of Computer
Engineering, Vienna University of Technology (TU Wien).

Dr. Shafique has received ACM SIGDA Outstanding New Faculty
Award, AIl-2000 Most Influential Scholar Award in 2020, ASPIRE
Award for Research Excellence, and multiple best paper awards and
nominations at flagship conferences.



Who Ruled the World!

Age of Power
Man-Power (#), Skills, Strength, Courage, etc.

.-

Age of Resources and Industry
s =
Age of Data and Al

Data is the New Fuel

Innovation in Technology is the New Politics
Nation-wide Race for Dominance in Al
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dWhat are TinyML and EdgeAl?

JApplications

dCross-Layer Design Flow

JFuture Research Directions
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TinyML and EdgeAl: Unique Features?
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Enabling on-device data analytics, predictions, & intelligence at
extremely low power

d Fastest-growing field of machine learning
d Combination of embedded systems, algorithms and hardware

1 On-device ML under limited resources

Embedded
Systems

ML
Algorithms

L Stringent design constraints
TinyML

dAlways-on use-cases
EdgeAl

1 Battery-operated devices
Hardware

dScalable to trillions of sensors
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dFundamentally different from machine learning in the cloud

Cloud AIK'>E  wp Edge/Mobile AL wp  TinyML i1

S21, iPhone 13 STM32F769
H V4 4
ardware NVIDIA DGX A100 NVIDIA Jetson Microcontroller
4 N\
Memory 1 1B >ystem Memory + 2-12GB ~512 KB
320 GB GPU Memory
Storage >15TB 16 -512 GB ~2 MB
" Model Training, Embedded processing|| In-/near-sensor
Applications . . . : .
Big Data Analytics Continual Learning processing
.
Tight Extreme
Constraints Constraints
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niats Smart Cyber Physical Systems & Internet-of-Things

Wireless Intersection System

Al / ML Is Iinevitable, we have to
efficiently infer knowledge from the big s
data, and derive predictions

https://

I %
cen
*aa
®ee
Ly

ol o° ADS!
Internet

CP Factory ."< "'. ’ <
e == =N
Industry 4.0: X " oo Box =
Smart Industrial Automation Smart Houses S i
mart Grids
https://vimeo.com/145877805 https://www.linkedin.com/pulse/smart-homes- Smart Health Care

http://solutions.3m.com/wps/portal/3M/en_EU/Sma
rtGrid/EU-Smart-Grid/

private-secure-future-intelligent-home-tripti-jha



http://solutions.3m.com/wps/portal/3M/en_EU/SmartGrid/EU-Smart-Grid/
https://www.automotiveworld.com/analysis/automotive-cyber-physical-systems-next-computing-revolution/
https://www.emaze.com/@ACIOWOWR/IMSA-Slide-Show
https://vimeo.com/145877805
https://www.linkedin.com/pulse/smart-homes-private-secure-future-intelligent-home-tripti-jha
http://alpha-smart.com/alphaboten
http://www.it5g.com/latest-software-enhancements-in-the-auto-industry/

Smart CPS & loT => The Robustness Challenge!

TALKS

webcast

... Should consider
J Robustness

. - ntrabo HE A

U Reliability Sl f.: :
: Norwegian C- Failure of F-2
J Secu”ty 130 crash (2012) Raptor (2007)

https://en.wikipedia.org/wiki/2012 Ditp:/wwiaw.dailytech.com/Lockheeds
Norwegian C-130 crash +F22+Raptor+Gets+Zapped+by+inte
rnational+Date+Line/article6225.htm

O Performance

U Throughput
U Latency Smart Healthcare
(Energy and time constraints) o
Satellite imagery of the Northeastern ~ Toronto, on the
D Ot h ers United-States taken before and ~ €vening of August 14,
. during the blackout 2003
O Adaptability Northeast blackout of 2003
https://en.wikipedia.org/wiki/Northeast_blackout of 2003
- Safety Hacking Jeep Cherokee 4x4 (2015)
d P”Vacy Sent the instructions through Entertainment systems

+ Control the steering https://www.ophtek.com/4-real-
 Control the braking system life-examples-iot-hacked/

O Interoperability



http://www.dailytech.com/Lockheeds+F22+Raptor+Gets+Zapped+by+International+Date+Line/article6225.htm
https://en.wikipedia.org/wiki/Northeast_blackout_of_2003
https://www.ophtek.com/4-real-life-examples-iot-hacked/

Complexity: Exponential Growth in Model Sizes!

100000 1000000 90 , 000x 613 4.
10000 ~2200x ResNet50— :Aegam” ™ LResNets0
GPT-2  ©

z
& 10000

ops

Human Brain => 20W

Efficiency Gap => 1,000x = 100,000x!!!

Source: Eric Chung, "Accelerating Microsoft's Al Ambitions", Microsoft, Azure Al and Advanced Architectures Group, 2019.
Source: https://www.microsoft.com/en-us/research/blog/a-microsoft-custom-data-type-for-efficient-inference/.

Challenging Question

How to process huge amount of data in robust & energy-

efficient way, while considering tinyML / EdgeAl constraints?




Robustness for Machine Learning: News Feed
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Beware: Galaxy S10's
Facial Recognition Easily
| Fooled with a Photo

o Jesus Diaz -

Self-driving Uber kills Arizona woman in
first fatal crash involving pedestrian

B|B|C

= : B s
= = DS The
s e e BT -Gu@

Tesla driver dies in first fatal crash while
using autopilot mode

Tempe police said car was in autonomous mode at the time of the
crash and that the vehicle hit a woman who later died at a hospital

The autopilot sensors on the Model S failed to distinguish a white

tractor-trailer crossing the highway against a bright sky

Autopilot engaged during

hiy &5l
¢ S e Aﬁéam\' e
8%
=
c © ¢
-8 0 svinGost B

——Self-driving car crash in

Arizona: Waymo van involved :
——imChandlercollision™

>

atch?v=a7L51u23YoM CRASHES INTO A BUS autopilot-into-veering-towards-oncoming-traffic/



https://www.technologyreview.com/f/613254/hackers-trick-teslas-autopilot-into-veering-towards-oncoming-traffic/
https://www.youtube.com/watch?v=a7L51u23YoM

TINY

7 ,_ Adversarial Attacks on Tesla Autopilot
@ e nt by Tencent Keen Security Lab

Digital Adversarial Examples Black-Box Attack
U Insert the noise into the DNN input

G = s
1

Ralny Score: Adversarlal Ralny Score: Can Autopilot identify wet weather accurately?
0.0113 Noise 0.8204

Physical World Adversarial Examples e

FURBHATTN, EWARIA

U Place the small stickers on the ground

_______ Misguided direction __ __ _ _  __

- s Normal driving directionq

Tencent Keen Security Lab, “Experimental Security Research of Tesla Autopilot” Technical Report 2019-03




Overview of Challenges for EdgeAl & tinyML
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ioh ResNet-152
High DenseNet-121 ~60M parameters GPT-3 Small
- > Complexny ~10M parameters ~125M parameters
S e DNN Models MobileNet Transformers (BERT)
o 2 ~4M parameters ~110M parameters
Q O
E & Off-chip Part On-chip Part
5 § Off-chip memories On-chip memories Compute engine
T o s
S S < — % > data — Compute | |
o = ota = in engine out
DRAM Access Buffer Access Throughput and
Latency and Energy Latency and Energy Processing Energy
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 Frameworks enable seamless integration of algorithms and
optimizations at all layers, developed by the community.
O Design and optimize ML models for ultra-low power devices

#Eutvm 16

TensorFlow Lite

d Hardware accelerators
O Specialized hardware for accelerating vector/matrix multiplication

1 DNN Optimization
O Neural Architecture Search (NAS), Pruning and Quantization




Embedded Al @ eBrain Lab:
e A Multi-Dimensional Research Challenge

Accelerator Array Output and
Accurate Approximate Monitoring
Accelerators Accel. Variant;

N N [ (MV, SAD, etc.)
DDDD |:||:||:||:| AGU

?ﬁﬁ Ref.

TinyML & EdgeAl

Frame =
- & = N L
PP oonl N ananty e Source: Intel, Loihi
LI PL ) LI | SR quwren Chip
L) L) | === T
n-Chip Memory
|Power»Gating Controll |Approximate Variant Selection Unit | N
eur
System Bus Arch'
< »
cPU I I Merory sores I Source: ARDUINO 1 ures
it the video frames -
e , o Hardware-Aware
:rll%ﬁlg\‘/"é CPU Main Memory CosiEis

—— : Neural Architecture Search
Source: El-Harouni, Shafique, et al. @ DATE’17

. (NAS) + Optimization
p Lea rnlng — Tevel Source: M. M. Shulaker et al., Nature 547, 74 (2017)
o _—— Software-level Optimization ~ [+— ardware-leve ilson: i -
ArChIteCtures Search e Optimization and R. Mark Wilson; Physics Today 70, 14-16 (2017)
Space | i Neural Architecture - Accelerators/
ACCEleratorS + CSVS? search : § :@ Custom Instructions |n-MemOI'y Com putlng
i . Constraints = 'E. 3 3 Spedalizad
Y. o 2 ApprOXlrnate J—] | g £ £ lHerdware ReRAM Crossbar Multiplication
22 _ CONDITIONE evaLuation Com puting £ H[e | Uttra-efficient DNN WL operation
W E O MR sPREDICTIVE 255, f Dataset [=)| Quantization I System CEE ) S
v |NTERNET f‘ e MAINTENANCE SO tware —_— 4 Wiy Ty Wa, Wt
< 2 W B MENT o ABLTy H N i |
o I ; (GPUs) NAS Candidate 5% wu w M WM
Architecture Performance £ . . BL
Search N Search [——»| Evaluation l — - 5
Space Strategy Strategy " w T W iy
& G Y, Gn 4
Win % Won T4 W 4 I
A i
=] -
2o 0 (R BE5n) i) - gy
r ] : T4
e R
E o]
Input E g o]
Image

Source: Hanif, Manglik, Shafique @ IEEE Access’20
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ML Security Research @ eBrain Lab

, N - - -
Neural Trojans Privacy Attacks on Machine Learning Backdoor Attacks
Model Stealing Attacks Extraction Dataset Stealing Attack
® Adversary [ . E
* K o~ T
03 > {E\—> a0 ke - g
- ~— T ~_~
Data = o (x V f(x) — u . ; .
Owner a | STOP; E ! STOP ; S;(JGe(z)eliij/lr:r)m
ML Services - S \_’)
\ \ v / J
\ e/ — _
Hardware Troljar:? | O convolutio O Max pooling @ Fully Connected I Adversarial Attacks
L1 i irirrnrritd |
- ¢+ Key Bus MOLES " [= I |:>|:> N A “nn 1 |:> | @ + 9 @
- - o | & | e AR o | = | = | o | b A __A
E _ r,;:(t) E »I O | O O | O O QO O o E>DE>D E> Ié Stlozsign SpEEdLImI[(GOIkT‘/h)
= [Ervpe o o Brial®) - | 7 3% 7 3%
- Mo:iule : Pn_.l(t)I)))) — I —_— —— —_— —_— N e t%ﬂ + ) ‘_{Sﬂ
4 = g = l Convl Conv2 Conv3 Conv4 Convs VGGNet | Turn Right o
M. A. Hanif, F. Khalid, R. V. W. Side Channel Attacks ,o————— R RN
Putra, S. Rehman, M. Shafique, N I
“Robust Machine Learning processing  [€== WW,—'@I— %g’ 2 g . - . . -
ystems: Reliability and Security - >
s Reliabili d Securi ‘ = | Input Data |—>»| Decision Making —> Decision Evaluation —>» Output Decision
for Deep Neural Networks”, in == h ] ] . ] ]
IOLTS-2018, Platja d'Aro, Spain, LMMWJ I Machine Learning-based Decision Making in CPS
pp. 257 - 260. |1 o PR T || N e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e
F. Kriebel, S. Rehman, M. A.
Hanif, F. Khalid, M. Shafique,
“Robustness for Smart Cyber- (o s e m e — m e m e —m = — = === = —
Physical Systems and Internet-of- Cyber-Physical System
;hlggst: FromMA?r? pctilvf Reliabilit I Information Network Layer Information Control Information Computations
obustness Methods to Reliability | Sensors/ Actuators o ) .. .
and Security for Machine : (Communication) . Unit Dociai (Decision Making)
Learning”, ISVLSI-2018, Hong | Actions Actions ecision
Kong, China, pp. 581-586. |

1
|
|
|
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m l. Our Cross-Layer TinyML and Edge Al Framework:
.L e An Overview

DRAM Access Energy Savings
(TVLSI’21)

~45% for AlexNet, VGG-16,

MobileNet, and SqueezeNet ations

(DAC’19)
1.5x Energy Efficiency
@ NO Accuracy Loss
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O Step 1. Compute the sensitivity of
the layers of the given DNN to
pruning using a user-defined cost
function

O Step 2: Remove x percent
filters/neurons from the least
sensitive layer

O Step 3: Fine-tune the network for y
number of epochs

O Step 4: Compare the accuracy with
the defined accuracy constraint

O Step 5: Continue pruning if the
accuracy is greater than the defined
constraint

Pre-trained DNN
Model

T
—

Structured Pruning Methodology

For Each Layer

Compute the saliency of all the
filters/neurons using L1-norm

Create a temporary copy of the
DNN

L 2

Remove x percent of least salient
filters/neurons

A 2

Validation
Dataset

—
—

A 4

Compute the accuracy and
compression ratio of the network

and register in 6

v

User-defined

_ Cost Function (C) J

—
—

Based on the user-defined cost
function and the registered values in
0, select the layer that offers least cost
and prepare the pruned DNN

v

Train

User-defined
Accuracy
Constraint (A)

A 4

Fine-tune the network for y number of
epochs

v

Compute the accuracy of the network
using validation dataset

A

Empty 6 and
update the
pre-trained DNN

If validation
accuracy > Ac

No

Select the DNN from

the previous iterations
as the output

A




~  Results using LeNet-5 trained with MNIST Dataset
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1. Structured Pruning 2. Quantization

100 - o

-~ 0-0-000 '_100 n__se__wv
Q ()
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Results using LeNet-5 trained with Cifarl0 Dataset
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1. Structured Pruning 2. Quantization
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Results using VGG11 trained with Cifarl0 Dataset
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1. Structured Pruning 2. Quantization
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Capsule Networks Research
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Spiking Neural Networks Research
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Security for SNNs & Neuromorphic Computing
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‘ " throughput feature extraction
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O Investigating DL architectures and statistical ML techniques for
classification, segmentation, and anatomical feature extraction

O Evaluating requirements of proposed algorithms to develop
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m& Future Research Directions
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d New computing paradigms such as near-/in-memory computing
and approximate computing

A1t is not all about deep learning. Conventional machine learning
models can offer better performance in some scenarios.

 Optimization frameworks for all types of systems, as the
selection iIs limited in some scenarios due to other constraints,
e.g., Cost.

1 Novel techniques for training and optimizing machine learning
models

U Interpretability of models to ensure robustness
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@ Summary
femrt

d Artificial Intelligence has proliferated almost everywhere, that's
for a good reason! => the big data challenge!

4 Cloud, Fog, Edge, ..., In-Sensor / In-Situ
U Required: High-Throughput, Energy-Efficient, & Robust Designs

d Our System-Level Framework
1 Optimizations across the Software & Hardware stacks

1 Specialized hardware accelerators, dataflows, memory,
self-healing approximations, hardware-aware NAS, ...

[ Selective Tile Processing for energy-efficient object detection
 Robustness: Analyzing security attacks and hardware-level faults.

A system level approach requires bridging the gap between the
Al/ML community & System designers (HW + SW)




Lifelong Learning in Artificial Neural Networks
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Summary of General L2M Framework
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