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Motivation



Design choices



1. SwiGLU

• By changing vanilla FFN (F C → ReLU → F C) to SwiGLU, The average 
performance on zero-shot reasoning tasks is boost from 42.6 to 43.9 
for the 125M model



2. Deep and thin architecture



3. Embedding Sharing

In sub-billion scale language models, the embedding layers constitute 
a significant portion of the parameter count: 20% in a 125M model.
Therefore, we revisit the embedding sharing method proposed and 
implemented in OPT models 



4. Grouped query attention



5. Layer sharing



5. Layer sharing



Final results – zero-shot reasoning



Final results – zero-shot reasoning



Final results – chat



Final results – chat example



Final results – chat example
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