
Vijay Janapa Reddi
Harvard University

Architecture 2.0: Prompt 
Engineering and Foundation Models 
for Edge AI Hardware Design



2



3



4

tinyML



5

but…



6

The Cost of Building Chips is Growing
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Source: IBS 2018
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Process Architecture Optimization Specialization
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1991
● Embedded Computing's Drive for Low Costs: As computing power becomes more affordable, the challenge is to 

lower costs to a level acceptable by the market. In some cases, providing more computing power, through 

techniques like compression (MPEG, JPEG, MP3), can actually reduce overall costs by reducing the amount of DRAM 

needed, thus balancing the cost of extra processing power against savings in memory costs.

● Product Requirements Emphasizing Low Cost: Smart products require combinations of high performance, low 

cost, and low power. When budgets are tight, the cost of critical chips can be more significant than their 

performance, showcasing the necessity to prioritize cost-effectiveness in embedded computing designs.

● Specialization for Cost Efficiency: Specialization in embedded computing architecture enhances performance 

while reducing manufacturing costs. It involves creating systems or processors for specific applications or 

application domains, thereby minimizing logic complexity and die size, leading to lower fabrication costs.

● Customization and Its Impact on Costs: Customization allows for achieving better cost performance but 

introduces complexity in the design process, increasing non-recurring expenses (NRE). These increased NREs must 

be amortized over product volume, adding to the product cost.

● Automation as a Solution to Reduce Design Costs: The need for mass customization and the limited number of 

designers available have led to the automation of computer architecture. Automation significantly reduces design 

costs, making customized products for low volumes viable. This approach helps in managing and potentially reducing 

the overall costs associated with designing and producing embedded computer systems.



Can AI help?
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Prompt: “an astronaut riding a horse in 
Andy Warhol’s style”
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Architecture 

Description
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Architecture 

Description

Can we develop a foundation 
model for hardware design?
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Architecture 2.0
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Architecture 2.0: The era when we use AI/ML methods to minimize human 
intervention and build complex, efficient systems in a shorter timeframe.
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“Act like an architect — design me a custom 64-bit RISC-V processor with 
full vector extension support and optimize it for less than 3 Watt TDP in a 

7 nm LP process node using the TSMC plugin library”
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“... add while you are at it add a few custom functional units that 
optimize the experience of Keyword Spotting.”
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Datasets

What datasets do we need? How we 
should collect these datasets for 

architecture research? What metadata 
should the datasets contain to enable 

broad usage? How do we create standard 
data formats from any ML algorithm?

ML Algorithms

How can we learn and apply new ML 
algorithms to effectively design high-

performance/efficient systems? How do 
we make our community more accessible 

to ML researchers? How do we embrace 
ML algorithm design as part of 

architecture research?

Best Practices

Can we create a systematic playbook for 
best known methods? How do we ensure 
strong baselines and reproducibility?

Workforce & Training

Can we create a systematic playbook for 
best known methods? How do we ensure 
strong baselines and reproducibility?

Tools & Infrastructure 

How do we reduce the sim2real gap? What 
instrumentation mechanisms do we need 
for creating the datasets? What gym 
environments do we need to enable data-
centric AI? How do we define standard 
data formats for interoperability?

05

01

02 03

04

Challenges 
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Lack of large, high-quality public datasets

27



Lack of large, high-quality public datasets
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● Need public data, but data 
needs to be held private

● Need to strike a safe balance



Inability to "scrape" the internet for creating 
public datasets
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Synthetic data generation from simulators
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Speed

Accuracy
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● Many different algorithms out 
in the wild to choose from

● How do we know which 
algorithm is best suited for 
which architecture problem

● How do we compare these 
algorithms fairly against one 
another

Rapidly evolving ML 
algorithms landscape
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● Take RL for example
○ Many different variants exist
○ New algorithms emerging
○ Hyperparameters

Rapidly evolving ML algorithms landscape
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Unclear applicability 
of ML algorithms to 
architecture 
problems
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Abstract — “Machine learning has 
the potential to significantly 
improve systems, but only under 
certain conditions…. ”
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“We therefore argue that effectively 
applying ML to systems requires 

identifying which part of a systems 
policy requires ML, and developing 

specific ML techniques for this part.”
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[Maas, IEEE Micro 2020]



System 
Performance

ReliabilityTask
Performance

Generalization

What are the 

compute

requirements

needed to train 

and deploy the 

agent?

How stable is 

the agent’s 

performance

during training 

and inference?

How well does 

the agent 

perform on 

outside tasks

of what it was 

trained on?

How well does 

the agent 

perform the 

task it was 

trained for?

Cost

What are the 

trade-offs

between using 

the various ML 

methods?

Difficulty with verifying, validating, and 
interpreting ML algorithms
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● Contributions
○ Enables ML-aided architecture 

design space exploration
○ Fosters systematic evaluation 

and comparison of algorithms
○ Data-centric framework for 

creating public datasets
○ …

ArchGym [ISCA ’23]
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[Krishnan et al. ISCA’23]



ArchGym [ISCA ’23]
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[Krishnan et al. ISCA’23]



1. Lack of large, high-quality (i.e., 
representative) public datasets

2. Inability to "scrape" the internet for 
creating public datasets

3. Data generation from cycle-level 
simulators is slow and difficult

4. Rapidly evolving ML algorithms landscape
5. Unclear applicability of ML algorithms to 

architecture problems
6. Need for agile full-stack co-design
7. Difficulty with verifying, validating, and 

interpreting ML algorithms

How does ArchGym 
address these issues?
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Where we are: CFUPlayground-ChatGPT Plugin

48



49



50

Building the dataset



Long-term Goal
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End to end Flow
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Solving hard problems needs a community

Encourage data-
driven AI research 
and innovation for 

Architecture 2.0

Foster a collaborative 
community with a 
shared vision of ML 

and systems 
researchers

Develop and share
curated datasets that 
are representative of 

diverse workloads 
across the community

Promote result 
replicability to 

collectively measure 
progress &  raise the 

SOTA

Ensure equitable 
access to ML 

hardware and cutting-
edge software 
technologies
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Learn more about it
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North Carolina State University
Northeastern University
Northwestern University
NUS
NYU
Ozyegin University
Purdue University
Shanghai Jiao Tong University
St.Joseph's Institute of Technology
The University of British Columbia
UC Berkeley
UC Davis
UC Irvine
UCSD
University of Cambridge
University of Central Florida
University of Edinburgh
University Of Houston
University of Michigan
University of Padova
University of Pennsylvania
University of South Carolina
University of Toronto
University of Trento

Arizona State University
BITS Pilani, India
Cairo University
Chuka University
Clemson
CMU
College of Engineering kidangoor
Columbia University
Cornell University
Duke University
George Washington University
Georgia Tech
Harvard University
Indian Institute of Science (IISc)
ISCTE Instituto Universitário de Lisboa
LIT
LUMS
MIT
New Mexico State University
NITK

University of Virginia
University of Washington
USC 
UT Austin
UW-Madison
Virginia Tech
VJTI (Veermata Jijabai Technological 
Institute)
Washington State University
Yale University

Academic 
Institutions
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Corporations, 
Startups & Labs
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Architectural
Challenges

Competitions

Leaderboards

Datasets

Identify and Curate
Architectural Problems
Target Community: Computer Architects

Hold Competitions
Target Community: 

Computer Architects, ML researchers

Maintain Community-
wide

Leaderboards
Target Community: Academia + 

Industry, consortium

Curate
Datasets

Target Community: 
Architects, ML 
researchers,
consortium
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Architecture
2.0

Jun 14 
2023

Sep 15
2023

Dec
2023

Whitepaper
Architecture 2.0

Q1
2024

Q2
2024

Oct
2023

SIGARCH Blog post

https://sites.google.com/g.harvard.edu/arch2/home
https://sites.google.com/g.harvard.edu/arch2/home
https://www.sigarch.org/architecture-2-0-why-computer-architects-need-a-data-centric-ai-gymnasium/
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Thank You!
Contact: vj@eecs.harvard.edu 
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