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- A framework of algorithms and associated tool for on-device tiny learning, Danilo PAU, Technical Director, IEEE and ST Fellow, STMicroelectronics

- In Sensor and On-device Tiny Learning for Next Generation of Smart Sensors Michele MAGNO, Head of the Project-based learning Center, ETH Zurich, D-ITET

- Continual On-device Learning on Multi-Core RISC-V MicroControllers Manuele RUSCI, Embedded Machine Learning Engineer, Greenwaves
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- 8:00 - 8:10 Opening remarks by Danilo Pau
- 8:10 - 8:40 Charlotte Frenkel "Merging insights from artificial and biological neural networks for neuromorphic edge intelligence"
- 8:40 - 9:40 Giorgia Della Ferrera "Forward Learning with Top-Down Feedback: Solving the Credit Assignment Problem without a Backward Pass"
- 9:40 - 10:10 Guy Paillet "NeuroMem®, Ultra Low Power hardwired incremental learning and parallel pattern recognition"
- 10:10 - 10:40 Aida Todri-Sanial "On-Chip Learning and Implementation Challenges with Oscillatory Neural Networks"
- 10:40 - 11:10 Eduardo S. Pereira “Online Learning TinyML for Anomaly Detection Based on Extreme Values Theory”
- 11:10 - 11:15 Closing remarks by Danilo Pau
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Oscillatory Neural networks

NEUROMORPHIC COMPUTING FOR AI AT THE EDGE

- Support online learning
- Fast and efficient inference
- Low power consumption
- Scalability
- Low cost

*Image: Kim S., et al., Nanoscale. 2020*
Oscillatory Neural networks

**NEUROMORPHIC COMPUTING FOR AI AT THE EDGE**

- Support online learning
- Fast and efficient inference
- Low power consumption
- Scalability
- Low cost

**PHASE COMPUTING PARADIGM**

- Brain-inspired computing paradigm
- Neurons are oscillators
- Synapses are coupling elements between oscillators
- Information encoded in oscillators’ phases

*Image: Kim S, et al., Nanoscale. 2020*
ONN Computing Paradigm

ONN paradigm\textsuperscript{1,2,3}:
Network of coupled oscillators
Phase computation

\textsuperscript{1}G. Csaba et al., \textit{Applied Physics Review}, 2020.
\textsuperscript{2}J. Shamsi \textit{et al.}, Front. In Neuroscience, 2021.
\textsuperscript{3}C. Delacour \textit{et al.}, \textit{ISVLSI}, 2021.
ONN Computing Paradigm

ONN paradigm\(^1,2,3\):
- Network of coupled oscillators
- Phase computation

State of the art:
- Associative memory
- Unsupervised learning rules introduced for HNN\(^4\)

Digital ONN implementation

ONN on FPGA implementation
Neurons: phase-controlled oscillators
Synapses: n-bits signed registers
Off-chip learning
Fully-connected design
Zybo-Z7 board

ONN on FPGA implementation

- Tested on two ONN sizes (15 / 60 neurons)
- Pattern recognition task (fully-connected)
- 5-bits signed registers for synapses
- Due to resources limitation:
  - maximum size: 100 neurons

<table>
<thead>
<tr>
<th>ONN size</th>
<th>Synapses</th>
<th>FPGA resources</th>
<th>Init. time (us)</th>
<th>Comp. time (us)</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>5x3</td>
<td>225</td>
<td>1,8% 0,68%</td>
<td>2</td>
<td>5,2</td>
<td>141000</td>
</tr>
<tr>
<td>10x6</td>
<td>3600</td>
<td>12% 2,6%</td>
<td>7,8</td>
<td>5,4</td>
<td>75000</td>
</tr>
</tbody>
</table>

Digital ONN for Pattern Recognition

10x6 ONN:
- 5 training patterns: digits from 0 to 4
- Training: Unsupervised learning rule (ex: Diederich Opper I)
Input image from a camera stream
- Noisy images with flipped pixels (10, 20, 30)
Output image printed on a screen
ONN Learning

ONN learning constraints (hardware):
- Symmetric weight matrix
- Zero-diagonal weight matrix

Constraints for on-chip learning
- Local learning rules
- Incremental learning rules

Classification of various learning rules\(^1\) depending on the ONN on-chip learning constraints.

<table>
<thead>
<tr>
<th>Learning rules</th>
<th>Weight symmetry</th>
<th>Zero-diagonal</th>
<th>Local</th>
<th>Incremental</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hebbian</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Storkey</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Diederich Opper I</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Diederich Opper II</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Gardner</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Krauth Mezard</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Pseudo-Inverse</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

\(^1\)P. Tolmachev et al., IJCNN, 2020.

\[ \Delta w_{ij} = \lambda \sigma_i \sigma_j \] Hebbian

\[ \Delta w_{ij} = \frac{1}{N} \left( \sigma_i \sigma_j - \frac{1}{N} \sigma_i h_{ij} - \frac{1}{N} h_{ij} \sigma_j \right) \]

with \( h_{ij} = \sum_{k=1}^{n} w_{ik} y_k \) Storkey
ONN On-Chip Learning Architecture

Zynq board:
Learning: ARM processor (PS)
Inference: Logical resources (PL)
Tests on a 25-neuron ONN
On-Chip Learning

Zynq board:
- Learning: ARM processor
- Inference: Logical resources
On-Chip Learning

Results:
Zybo-Z7 board
5x3 ONN for digits recognition
• 3 training patterns
• 15 test patterns

Training patterns

Test patterns associated to digit ‘0’

Output (LEDs)

On-Chip Learning Results:
Zybo-Z7 board
5x3 ONN for digits recognition
• 3 training patterns
• 15 test patterns

Input (switches)
Train (button)

Learning

ONN in
Weights
Synapses
ONN out

ZYNQ Processor

TU/e
On-Chip Learning

Accuracy:

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Hebbian</th>
<th>Storkey</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-chip</td>
<td>93,33%</td>
<td>93,33%</td>
</tr>
<tr>
<td>Off-chip</td>
<td>93,33%</td>
<td>93,33%</td>
</tr>
</tbody>
</table>

On-Chip Learning

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Hebbian</th>
<th>Storkey</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-chip</td>
<td>93.33%</td>
<td>93.33%</td>
</tr>
<tr>
<td>Off-chip 1</td>
<td>93.33%</td>
<td>93.33%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Resources</th>
<th>Hebbian</th>
<th>Storkey</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-chip</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- LUTs</td>
<td>8203 (15.42%)</td>
<td>8203 (15.42%)</td>
</tr>
<tr>
<td>- Flip-Flops</td>
<td>3305 (3.11%)</td>
<td>3305 (3.11%)</td>
</tr>
<tr>
<td>Off-chip 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- LUTs</td>
<td>958 (1.8%)</td>
<td>800 (1.5%)</td>
</tr>
<tr>
<td>- Flip-Flops</td>
<td>721 (0.68%)</td>
<td>721 (0.68%)</td>
</tr>
</tbody>
</table>

On-Chip Learning

Results:

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Hebbian</th>
<th>Storkey</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-chip</td>
<td>93.33%</td>
<td>93.33%</td>
</tr>
<tr>
<td>Off-chip 1</td>
<td>93.33%</td>
<td>93.33%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Resources</th>
<th>Hebbian</th>
<th>Storkey</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-chip</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- LUTs</td>
<td>8203 (15.42%)</td>
<td>8203 (15.42%)</td>
</tr>
<tr>
<td>- Flip-Flops</td>
<td>3305 (3.11%)</td>
<td>3305 (3.11%)</td>
</tr>
<tr>
<td>Off-chip 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- LUTs</td>
<td>958 (1.8%)</td>
<td>800 (1.5%)</td>
</tr>
<tr>
<td>- Flip-Flops</td>
<td>721 (0.68%)</td>
<td>721 (0.68%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Learning time</th>
<th>Hebbian</th>
<th>Storkey</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-chip</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Computation</td>
<td>33 us</td>
<td>77 us</td>
</tr>
<tr>
<td>- Transmission</td>
<td>86 us</td>
<td>86 us</td>
</tr>
</tbody>
</table>

On-Chip ONN Learning Results

Precision:
- 25-neuron ONN trained with random patterns and tested with random input images with various hamming distances
- Comparison with HNN on Matlab
- With HNN, Hebbian has lower capacity than Storkey, while with ONN we obtain similar results
- Reducing the weight precision does not impact much the precision.
On-Chip ONN Learning Results

Resources utilization:
• Adding on-chip learning to ONN increases importantly the resource utilization.
• Maximum ONN size with on-chip learning: 35 neurons (fully-connected).
• Reducing weight precision does not reduce the resource utilization meaningfully.
On-Chip ONN Learning Results

Latency:

- Inference latency is the same with/without on-chip learning
- Reducing weight precision and ONN size reduce the transmission latency during learning process.
- Storkey requires more computation and takes more time to compute
- Training can take 350µs and 550µs for 25-neuron ONN.

<table>
<thead>
<tr>
<th></th>
<th>This work</th>
<th>(Abernot et al. 2022b)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Weights</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hebbian learning</td>
<td>3 bits: 55 µs</td>
<td>33 µs</td>
</tr>
<tr>
<td></td>
<td>4 bits: 210 µs</td>
<td>77 µs</td>
</tr>
<tr>
<td></td>
<td>5 bits: 140 µs</td>
<td>NA</td>
</tr>
<tr>
<td>Storkey learning</td>
<td>18 µs</td>
<td>71 µs</td>
</tr>
<tr>
<td></td>
<td>213 µs</td>
<td>266 µs</td>
</tr>
<tr>
<td></td>
<td>368 µs</td>
<td>421 µs</td>
</tr>
<tr>
<td>Weight precision</td>
<td>18 µs</td>
<td>71 µs</td>
</tr>
<tr>
<td></td>
<td>213 µs</td>
<td>266 µs</td>
</tr>
<tr>
<td></td>
<td>368 µs</td>
<td>421 µs</td>
</tr>
<tr>
<td>Weight transmission</td>
<td>18 µs</td>
<td>71 µs</td>
</tr>
<tr>
<td></td>
<td>213 µs</td>
<td>266 µs</td>
</tr>
<tr>
<td></td>
<td>368 µs</td>
<td>421 µs</td>
</tr>
<tr>
<td><strong>Total Hebbian</strong></td>
<td>213 µs</td>
<td>266 µs</td>
</tr>
<tr>
<td></td>
<td>368 µs</td>
<td>421 µs</td>
</tr>
<tr>
<td><strong>Total Storkey</strong></td>
<td>368 µs</td>
<td>421 µs</td>
</tr>
<tr>
<td></td>
<td></td>
<td>163 µs</td>
</tr>
<tr>
<td><strong>Inference</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Input transmission</td>
<td>9 µs</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>17 µs</td>
<td>NA</td>
</tr>
<tr>
<td>Output transmission</td>
<td>18 µs</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>44 µs</td>
<td>NA</td>
</tr>
</tbody>
</table>
OAV with ONN

- Obstacle avoidance with an Arduino robot

1st-level ONN to detect obstacles

2nd-level ONN to define direction: Turn left

Sensor values (Thermometer encoding)

ONN – 5x8

ONN – 1x8

Directions

Proximity sensors x8

$I^2C$ reading

Data conversion to 5x8 ONN Input

AXI

PL ONN 5x8 ONN 1x8

SoC Zynq Processor

Control board

Drives robot

$I^2C$ reading

ONN output to direction

Detected obstacles
1st-level ONN to detect obstacles

256 training patterns showing robot environment map

2nd-level ONN to define direction: Turn left

16 training patterns associated to 3 directions

Thermometer encoding

Sensor values

Direction

TU/e
OAV with ONN

- **Obstacle avoidance with an Arduino robot**

1st-level ONN to detect obstacles

2nd-level ONN to define direction: Turn left

- **ONN ON-CHIP LEARNING**
  - with a 15-neuron ONN on the Zynq processor
  - Hebbian learning rule
  - Up to 3 training patterns
On-Chip Learning for Obstacle Avoidance

- Development of a first ONN-based system integrating on-chip learning as a feedback loop for a real-world obstacle avoidance application.

- Two solution, with or without prior knowledge are validated to train ONN to avoid obstacles from environment.
OAV on ONN with On-Chip Learning

![Graph showing accuracy over time](image1)

### Accuracy (%)

- **Accuracy TP**
- **Accuracy direction**

#### Weight update

- 'right'
- 'front'
- 'left'

![Graph showing weight update](image2)

#### Input samples through time (t)

<table>
<thead>
<tr>
<th>ONN-level</th>
<th>ONN 1</th>
<th>ONN 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size (# neurons)</td>
<td>40</td>
<td>8</td>
</tr>
<tr>
<td>Synapses resolution</td>
<td>5 signed bits</td>
<td>5 signed bits</td>
</tr>
<tr>
<td>LUTs (%)</td>
<td>4529 (25.7%)</td>
<td></td>
</tr>
<tr>
<td>Flip-Flops</td>
<td>3155 (9.1%)</td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>Pre-trained</td>
<td>Incremental</td>
</tr>
<tr>
<td>Accuracy</td>
<td>100 %</td>
<td>NA</td>
</tr>
</tbody>
</table>

#### System-level ($F_{PS} = 325 MHz$)

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LUTs (%)</td>
<td>5183 (29.5%)</td>
</tr>
<tr>
<td>Flip-Flops (%)</td>
<td>4127 (11.7%)</td>
</tr>
<tr>
<td>Inference Latency</td>
<td></td>
</tr>
<tr>
<td>- Sensor measurement</td>
<td>18 ms</td>
</tr>
<tr>
<td>- Transmission</td>
<td>122 μs</td>
</tr>
<tr>
<td>- ONN</td>
<td>51 μs</td>
</tr>
<tr>
<td>Training latency</td>
<td></td>
</tr>
<tr>
<td>- Hebbian</td>
<td>13 μs</td>
</tr>
<tr>
<td>- Transmission</td>
<td>495 μs</td>
</tr>
<tr>
<td>- Post-processing</td>
<td>1.85 μs – 3.1 μs</td>
</tr>
</tbody>
</table>
On-Chip Learning **With** Prior Knowledge
On-Chip Learning **Without** Prior Knowledge
Conclusion

• First solution to provide on-chip learning to ONN implemented on FPGA compatible with various learning rules.

• Limitations
  • Scalability: the ONN size is limited by the resources utilization (LUTs) due to reconfigurable synapses to maximum 35 fully-connected neurons.

• Next steps:
  • Explore alternative solutions to improve scalability.
  • Explore possible applications: robotics.
Thank you!
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