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AI Applications from Cloud to Tiny Machine Learning

- **Back-end Training (1x)**
  - Big training data
  - Big models
  - Fast iteration

- **Online/Cloud AI Processing (100x)**
  - Cloud AI ASIC
  - Analysis & recognition
  - Power demands

- **Intelligent Edge Devices (100,000x)**
  - SoC with NPU accelerators
  - Optimized algorithms and CNN-light

- **Intelligent Tiny Devices (1,000,000x)**
  - MCU with HW accelerators
  - Very tiny models & computation

**CNN:** Convolutional Neural Networks  
**NPU:** Neural Processing Unit  
**MCU:** Micro Controller Unit
### Deep Learning architecture: a Large space

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arm Ethos U-65</td>
<td>Dataflow</td>
</tr>
<tr>
<td>GreenWaves GAP 89</td>
<td>Dataflow</td>
</tr>
<tr>
<td>Intel Movidius Myriad X</td>
<td>Hybrid RISC-DSP-GPU</td>
</tr>
<tr>
<td>Mythic</td>
<td>Analog Flash IMC</td>
</tr>
<tr>
<td>Arm Ethos N78</td>
<td>Dataflow</td>
</tr>
<tr>
<td>Kneron KL720</td>
<td>Dataflow</td>
</tr>
<tr>
<td>Nvidia Jetson Orin</td>
<td>GPU</td>
</tr>
<tr>
<td>Renesas DRP-AI</td>
<td>Dataflow / reconfigurable</td>
</tr>
<tr>
<td>NXP Neutron eIQ</td>
<td>Dataflow</td>
</tr>
</tbody>
</table>
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Our focus

Key factors for Deep Learning Hardware

- Compute Density and Energy Efficiency are key Figure of Merits (FOM).

**Diagram:***

- Processor Type
- Bit Precision Configuration
- Configurable Memory
- External Memory
- Memory Access BW/Efficiency

**Abbreviations:***

- CNN: Convolutional Neural Networks
- FCN: Fully Convolutional Networks
- RNN: Recurrent Neural Networks
- GAN: Generative Adversarial Networks
- BERT: Bidirectional Encoder Representation from Transformers
Examples of Embedded AI architectures

A 2.9 TOPS/W deep convolutional neural network SoC in FD-SOI 28nm for intelligent embedded systems,” ISSCC 2017 https://doi.org/10.1109/ISSCC.2017.7870349

MIT Eyeriss http://eyeriss.mit.edu/

NVIDIA NVDLA, http://nvdla.org

Google Coral edge TPU US20190050717A1
NPU roadmap: towards In Memory compute

In-memory compute taxonomy

**Analog IMC**
- Approximate BL accumulation
- Bit cell Vt variation limits row parallelism
- Readout throughput limited by ADC
- Approximate compute with complex BIST/Functional test screening

**Digital IMC**
- Deterministic and dataflow compatible
- Pushed rule/Logic Bitcell
- Duality of memory and computational modes
- Wide support of DVFS and Adaptive Body Bias
- Deterministic compute for DFT & Safety needs
NPU power consumption vs compute density

Key FOM: TOPS/W & TOPS/mm²

- These metrics vary based on:
  - **NPU architectural style**
    - data-flow, bit precision, sparsity support, weights compression
  - **Operating modes**
    - input/weights/output stationary
  - **Process technology**
    - 40nm to 12nm for typical edge@AI Socs

- **1 and 5 TOPS/W** for current MCUs process technology options

- **50-200 TOPS/W** expected to be needed in the next 5 years for AI@edge

Relative Power consumption for a typical NPU:
(1) System Level, (2) NPU + Mem, (3) NPU Core
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System Components

- Cortex M Host
- 8 IMNPU Subsystems
- Peripherals to load Inputs
- External memory controllers
- Shared system memories for weight storage
- System Interconnect
IMNPU accelerator subsystem
Architectures support for chaining and tiling

2 tiles with PACK MUX

Two parallel IMC tiles generating packed and unpacked partial sum output data

All tiles chained together

One chain of 8 IMC tiles using filtered [filt] feature data without partial sum in data to generate partial sum output data

2 chains of 2 tiles with OUT MUX

Two parallel chains of 2 tiles using packed and filtered [filt] psum to generate interleaved activation output data

2 chains of 4 tiles with OUT MUX

Two parallel chains of 4 tiles using filtered [filt] feature data to generate interleaved activation output data
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SRAM DIMC array segment arrangement

- 1R1W 8T bitcell based core array
- Read port decoupled from Write and provides good performance scaling, benefitting from body bias (BB) strategy of FD-SOI
- Better Vmin vs conventional 6T based SRAM
• Address decode scheme enabling 4 segments parallel access (e.g. 32 rows)
• Computation supports full tensor/sub tensor modes
• Unused tensor space can be gated
• Introduction
• In Memory NPU architecture
• SRAM DIMC tile
• **Silicon results**
• Mapping strategies
• Inference examples
• Conclusions
TOPS/W (4bW-4bF): Tile: 176 TOPS/W, IMNPU: 76 TOPS/W
TOPS/W (1bW-1bF): Tile: 770 TOPS/W, IMNPU: 310 TOPS/W

Better energy efficiency for sparse networks

Tile level energy performance gains diminish with data movement costs

1: \((X)S_{(Y)T}\) : \(X\) is the % sparsity in the Kernel data, \(Y\) is the % Inter Kernel transition density
FBB (Forward Body Bias) impact

- Compute density improves with FBB at fixed VDD
- TOPS/mm2 improves 1.8X with FBB across 0V to 1.5V
- TOPS/W degrades by only 14% across 1.5V FBB range
Technology 18nm FDSOI
Multi-Cluster IMNPU along with system interconnect: 4.2 mm²
Voltage range: 0.525-1.0V, FBB 0-1.5V
IMC Capacity 2 Mb
Computation: Deterministic
Precision Mode: 1-4 bits
229 TOPS (Peak Performance) 1 bit Weight - 1bit Feature
57 TOPS (Peak Performance) 4bit Weight - 4bit Feature
310 TOPS/W (1 bit)
77 TOPS/W (4 bit)
54 TOPS/mm² (1 bit)
13.6 TOPS/mm² (4 bit)
CNN, LSTM, RNN
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Mapping strategies and optimization for IMC

- Quantization 1-8 bits (fixed point today, possibly block scaling next)
- Weight compression/on-the-fly decompression
- Feature-maps compression/decompression
- Structured sparsity
- Layer fusion
- Layer slicing and partitioning: increase parallelism, bandwidth/memory footprint reduction
  - Kernelwise
  - Depthwise
  - Striping
  - Striding
- Kernel and feature broadcasting, layout optimization, and reloads reduction

IMC can deliver massive amounts of OPS/cycle if data movement is reduced → major bottleneck
Mixed quantization precision example: VGG16 tiny

<table>
<thead>
<tr>
<th>shape</th>
<th>Kernels</th>
<th>A/W bits</th>
<th>A/W bits</th>
<th>Feat comp. (*)</th>
<th>Weights comp.</th>
<th>Total comp. perf</th>
</tr>
</thead>
<tbody>
<tr>
<td>3x112x112</td>
<td>32x3x3</td>
<td>8/8</td>
<td>8/8</td>
<td>1x</td>
<td>1x</td>
<td>~7x 2.1x</td>
</tr>
<tr>
<td>32x112x112</td>
<td>64x3x3</td>
<td>8/8</td>
<td>4/4</td>
<td>2x</td>
<td>2x</td>
<td></td>
</tr>
<tr>
<td>64x56x56</td>
<td>112x3x3</td>
<td>8/8</td>
<td>4/4</td>
<td>2x</td>
<td>2x</td>
<td></td>
</tr>
<tr>
<td>112x28x28</td>
<td>224x3x3</td>
<td>8/8</td>
<td>2/2</td>
<td>4x</td>
<td>4x</td>
<td></td>
</tr>
<tr>
<td>224x7x7</td>
<td>224x3x3</td>
<td>8/8</td>
<td>1/1</td>
<td>8x</td>
<td>8x</td>
<td></td>
</tr>
</tbody>
</table>

(*) actual feature map compression and throughput reduction depend on mapping.
Layer partitioning: chaining & striping

Weights broadcasting DMAs

separate DMA streams

Same kernels
Layer partitioning: chaining & kernelwise

- separate broadcasting DMA streams
- Weights shared DMAs
- separate DMA streams
- different kernels

Layer partitioning:
- Chaining & kernelwise
Layer partitioning: chaining & kernelwise

- separate broadcasting DMA streams
- IMC Tile 1
- IMC Tile 2
- IMC Tile 3
- IMC Tile 4
- IMC Tile 5
- IMC Tile 6

Weights shared DMAs

- shared DMA stream

Output layout flexibility is very important to avoid additional costs

- different kernels
- dma

Layer partitioning:
- chaining & kernelwise

Weights shared DMAs

- shared DMA stream

Output layout flexibility is very important to avoid additional costs
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### VGG16 style network mapping

<table>
<thead>
<tr>
<th>layer</th>
<th>CxHxW</th>
<th>no of kernels</th>
<th>no of params</th>
<th>activation (bytes)</th>
<th>weights (bytes)</th>
<th>kernel (bits)</th>
<th>MMACs</th>
<th>stripes</th>
<th>chains parallel</th>
<th>IMC utilization</th>
<th>kernel rounds</th>
<th>cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1_1</td>
<td>3x112x112</td>
<td>32</td>
<td>896</td>
<td>18816</td>
<td>432</td>
<td>108</td>
<td>10.84</td>
<td>8,1,1</td>
<td></td>
<td>11%</td>
<td>1</td>
<td>5346</td>
</tr>
<tr>
<td>C1_2</td>
<td>32x112x112</td>
<td>64</td>
<td>18496</td>
<td>200704</td>
<td>9216</td>
<td>1152</td>
<td>231.21</td>
<td>4,2,1</td>
<td></td>
<td>56%</td>
<td>2</td>
<td>114048</td>
</tr>
<tr>
<td>C2_1</td>
<td>64x56x56</td>
<td>64</td>
<td>36928</td>
<td>100352</td>
<td>18432</td>
<td>2304</td>
<td>115.61</td>
<td>2,3,1</td>
<td></td>
<td>56%</td>
<td>2</td>
<td>77568</td>
</tr>
<tr>
<td>C2_2</td>
<td>64x56x56</td>
<td>112</td>
<td>64624</td>
<td>100352</td>
<td>32256</td>
<td>2304</td>
<td>202.31</td>
<td>1,3,2</td>
<td></td>
<td>56%</td>
<td>2</td>
<td>135744</td>
</tr>
<tr>
<td>C3_1</td>
<td>112x28x28</td>
<td>112</td>
<td>113008</td>
<td>43904</td>
<td>56448</td>
<td>4032</td>
<td>88.51</td>
<td>1,4,2</td>
<td></td>
<td>98%</td>
<td>2</td>
<td>50274</td>
</tr>
<tr>
<td>C3_2</td>
<td>112x28x28</td>
<td>112</td>
<td>113008</td>
<td>43904</td>
<td>56448</td>
<td>4032</td>
<td>88.51</td>
<td>1,4,2</td>
<td></td>
<td>98%</td>
<td>2</td>
<td>50274</td>
</tr>
<tr>
<td>C3_3</td>
<td>112x28x28</td>
<td>224</td>
<td>226016</td>
<td>43904</td>
<td>112896</td>
<td>4032</td>
<td>177.02</td>
<td>1,4,2</td>
<td></td>
<td>98%</td>
<td>4</td>
<td>100548</td>
</tr>
<tr>
<td>C4_1</td>
<td>224x14x14</td>
<td>224</td>
<td>451808</td>
<td>21952</td>
<td>225792</td>
<td>8064</td>
<td>88.51</td>
<td>1,8,1</td>
<td></td>
<td>98%</td>
<td>7</td>
<td>71442</td>
</tr>
<tr>
<td>C4_2</td>
<td>224x14x14</td>
<td>224</td>
<td>451808</td>
<td>21952</td>
<td>225792</td>
<td>8064</td>
<td>88.51</td>
<td>1,8,1</td>
<td></td>
<td>98%</td>
<td>7</td>
<td>71442</td>
</tr>
<tr>
<td>C4_3</td>
<td>224x14x14</td>
<td>224</td>
<td>451808</td>
<td>21952</td>
<td>225792</td>
<td>8064</td>
<td>88.51</td>
<td>1,8,1</td>
<td></td>
<td>98%</td>
<td>7</td>
<td>71442</td>
</tr>
<tr>
<td>C5_1</td>
<td>224x7x7</td>
<td>224</td>
<td>451808</td>
<td>5488</td>
<td>225792</td>
<td>8064</td>
<td>22.13</td>
<td>1,8,1</td>
<td></td>
<td>98%</td>
<td>7</td>
<td>39029</td>
</tr>
<tr>
<td>C5_2</td>
<td>224x7x7</td>
<td>224</td>
<td>451808</td>
<td>5488</td>
<td>225792</td>
<td>8064</td>
<td>22.13</td>
<td>1,8,1</td>
<td></td>
<td>98%</td>
<td>7</td>
<td>39029</td>
</tr>
<tr>
<td>C5_3</td>
<td>224x7x7</td>
<td>224</td>
<td>451808</td>
<td>5488</td>
<td>225792</td>
<td>8064</td>
<td>22.13</td>
<td>1,8,1</td>
<td></td>
<td>98%</td>
<td>7</td>
<td>39029</td>
</tr>
</tbody>
</table>

(1) Estimated assuming additional striping and kernels broadcasting, kernel load cycles included
(2) kernels randomly chosen with 50% sparsity

---

### Configuration

<table>
<thead>
<tr>
<th></th>
<th>1 cluster</th>
<th>8 clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>MACS/inf</td>
<td>1.25E+09</td>
<td></td>
</tr>
<tr>
<td>cycles/inf</td>
<td>865214</td>
<td>125618</td>
</tr>
<tr>
<td>Inf/sec</td>
<td>693</td>
<td>4776</td>
</tr>
<tr>
<td>TOPS/W²</td>
<td>46.8</td>
<td></td>
</tr>
</tbody>
</table>

Measured at 0.525V and 600MHz with 1.5v FBB
**YOLO2 tiny style mapping example**

<table>
<thead>
<tr>
<th>layer</th>
<th>CxHxW</th>
<th>no of kernels</th>
<th>no of params</th>
<th>activation (bytes)</th>
<th>weights (bytes)</th>
<th>kernel (bits)</th>
<th>MMACs</th>
<th>stripes chains parallel</th>
<th>IMC utilization</th>
<th>kernel rounds</th>
<th>cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>3x416x416</td>
<td>16</td>
<td>448</td>
<td>259584</td>
<td>216</td>
<td>108</td>
<td>74.76</td>
<td>8,1,1</td>
<td>5%</td>
<td>1</td>
<td>36531</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4590</td>
</tr>
<tr>
<td>C2</td>
<td>16x208x208</td>
<td>32</td>
<td>4640</td>
<td>346112</td>
<td>2304</td>
<td>576</td>
<td>199.36</td>
<td>8,1,1</td>
<td>56%</td>
<td>1</td>
<td>97632</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12456</td>
</tr>
<tr>
<td>C3</td>
<td>32x104x104</td>
<td>64</td>
<td>18496</td>
<td>173056</td>
<td>9216</td>
<td>1152</td>
<td>199.36</td>
<td>2,2,2</td>
<td>56%</td>
<td>1</td>
<td>98496</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13320</td>
</tr>
<tr>
<td>C4</td>
<td>64x52x52</td>
<td>112</td>
<td>64624</td>
<td>86528</td>
<td>32256</td>
<td>2304</td>
<td>174.44</td>
<td>1,3,2</td>
<td>56%</td>
<td>2</td>
<td>117600</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>16212</td>
</tr>
<tr>
<td>C5</td>
<td>112x26x26</td>
<td>224</td>
<td>226016</td>
<td>37856</td>
<td>112896</td>
<td>4032</td>
<td>152.64</td>
<td>1,4,2</td>
<td>98%</td>
<td>4</td>
<td>88641</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12844</td>
</tr>
<tr>
<td>C6_1</td>
<td>224x13x13</td>
<td>112</td>
<td>225904</td>
<td>18928</td>
<td>112896</td>
<td>8064</td>
<td>38.16</td>
<td>1,8,1</td>
<td>98%</td>
<td>4</td>
<td>32744</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5857</td>
</tr>
<tr>
<td>C6_2</td>
<td>224x13x13</td>
<td>112</td>
<td>225904</td>
<td>18928</td>
<td>112896</td>
<td>8064</td>
<td>38.16</td>
<td>1,8,1</td>
<td>98%</td>
<td>4</td>
<td>32744</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5857</td>
</tr>
<tr>
<td>C7</td>
<td>224x7x7</td>
<td>224</td>
<td>451808</td>
<td>5488</td>
<td>112896</td>
<td>4032</td>
<td>22.13</td>
<td>1,4,2</td>
<td>98%</td>
<td>4</td>
<td>19514</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4879</td>
</tr>
<tr>
<td>C8</td>
<td>224x7x7</td>
<td>512</td>
<td>1E+06</td>
<td>5488</td>
<td>258048</td>
<td>4032</td>
<td>50.58</td>
<td>1,4,2</td>
<td>98%</td>
<td>8</td>
<td>44604</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5576</td>
</tr>
<tr>
<td>C9</td>
<td>512x7x7</td>
<td>30</td>
<td>15390</td>
<td>12544</td>
<td>69120</td>
<td>2048</td>
<td>0.75</td>
<td>1,2,4</td>
<td>100%</td>
<td>1</td>
<td>9008</td>
</tr>
</tbody>
</table>

**Configuration**

<table>
<thead>
<tr>
<th></th>
<th>1 cluster</th>
<th>8 clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>MACS/inf</td>
<td>9.5E+08</td>
<td></td>
</tr>
<tr>
<td>cycles/inf</td>
<td>577514</td>
<td>90598</td>
</tr>
<tr>
<td>Inf/sec</td>
<td>1039</td>
<td>6623</td>
</tr>
<tr>
<td>TOPS/W²</td>
<td>50.86</td>
<td></td>
</tr>
</tbody>
</table>

Measured at 0.525V and 600MHz with 1.5v FBB

(1) Estimated assuming additional striping and kernels broadcasting, kernel load cycles included
(2) Kernels randomly chosen with 50% sparsity
### Battery-operated device for video surveillance

<table>
<thead>
<tr>
<th>Configuration</th>
<th>MACS/Inference</th>
<th>In/s</th>
<th>IMNPU Power</th>
<th>Total Power</th>
<th>Battery endurance² (1/100 duty cycle)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 cluster @ 10 MHz, 0.0V FBB Always-ON, VGG like</td>
<td>1.25 GOPS</td>
<td>10</td>
<td>267 uW</td>
<td>567 uW</td>
<td>363 days</td>
</tr>
<tr>
<td>8 clusters @ 400MHz, 0.3V FBB Post Wakeup, 10x complexity</td>
<td>12.5 GOPS</td>
<td>30</td>
<td>8.0 mW</td>
<td>12.0 mW</td>
<td></td>
</tr>
</tbody>
</table>

(1) Estimated power includes a portion of shared memory, IOs, clock, and external sensor interface, weights stored in ePCM on chip

(2) 6000 mA/h battery capacity assumed (e.g., 2 AA 1.5v batteries)

---

In Memory NPU sub-system example, fixed Vdd, multiple Body Bias island
• Introduction
• In Memory NPU architecture
• SRAM DIMC tile
• Silicon results
• Mapping strategies
• Inference examples
• Summary
Conclusions

- Embedded NPUs are enabling efficient NN inference on the edge
- In Memory Computing is a key enabler to achieving higher compute density and energy efficiency: our results in 18nm FD-SOI show up to 50x improvements compared to pure digital logic
- DIMC-based NPU maintains deterministic computation → general-purpose
- Dedicated compilation and optimization tools are key to efficiently mapping the NN computations on these architectures
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